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On p-adic zeros of systems of diagonal forms
restricted by a congruence condition

par Hemar GODHINO et Paulo H. A. RODRIGUES

Résumé. Cet article étudie l’existence de solutions non triviales
en entiers p-adiques de systèmes d’équations pour des formes ad-
ditives. En supposant que l’équation axk + byk + czk ≡ d (mod p)
ait une solution telle que xyz 6≡ 0 (mod p), nous montrons qu’un
système quelconque de formes additives de degré k et d’au moins
2 · 3R−1 · k + 1 variables possède toujours des solutions p-adiques
non-triviales, si p - k. L’hypothèse ci-dessus pour l’existence de
solutions non-triviales de l’équation est vérifiée si, par exemple,
p > k4.

Abstract. This paper is concerned with non-trivial solvability
in p-adic integers of systems of additive forms. Assuming that the
congruence equation axk + byk + czk ≡ d (mod p) has a solution
with xyz 6≡ 0 (mod p) we have proved that any system of R addi-
tive forms of degree k with at least 2 · 3R−1 · k + 1 variables, has
always non-trivial p-adic solutions, provided p - k. The assumption
of the solubility of the above congruence equation is guaranteed,
for example, if p > k4.

1. Introduction

A classical problem concerning systems of diagonal forms over p-adic
fields involves finding an explicit relation between the degree of the forms
and the number of variables that will ensure non-trivial p-adic solubility.
The guideline given by Artin’s conjecture is that p-adic solubility is guar-
anteed once the number of variables exceeds the sum of the squares of the
degrees of each one of the forms of the system. Although we still do not
know if this conjecture is true or false for systems of additive forms of the
same degree (see [4]), an extensive theory on the subject has been devel-
oped over the last decades (see for example [1],[2],[5]). Recently the authors
have proved that for systems of three diagonal forms of odd degree k in N
variables, p-adic solubility for all p - k is ensured, once N > 14k + 1 and
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a mild condition (at least in our view) is fulfilled. The condition is that
the congruence equation axk + byk + czk ≡ d (mod p), with a, b, c nonzero
modulo p, has a solution with xyz 6≡ 0 (mod p) (see [3]). In this paper we
generalize this result proving, for any degree k and any number R of forms,
that

Theorem 1.1. Let p be a prime and k an integer such that p - k. Let us
suppose that the congruence equation axk+byk+czk ≡ d (mod p), with a, b, c
nonzero modulo p, has a solution with xyz 6≡ 0 (mod p), for all d. Then, for
any R > 1 the system

(1) Fi(x1, . . . , xN ) = ai1x
k
1 + · · ·+ aiNxk

N = 0, (i = 1, . . . , R),

with coefficients aij ∈ Z, has a non-trivial p-adic zero, provided N ≥ 2 ·
3R−1 · k + 1.

Corollary 1.2. Let k be an integer and p be a prime such that p > k4.
Then, for any R > 1, the system (1) has a non-trivial p-adic zero, provided

N ≥ 2 · 3R−1 · k + 1.

Proof. This is a consequence of Meirõ [6] (Lemma 8), where it is proved
that if p > k4 then the congruence axk + byk + czk ≡ d (mod p) has a
solution with xyz 6≡ 0 (mod p). �

It is important to mention that the hypothesis p > k4 can be improved
in many cases (and it is generally believed that it can be improved in all
cases), for example, for k = 5, it is enough to consider p > 101 (see [3] for
details).

We believe it is interesting to compare these results with the previous
results of Atkinson, Brüdern and Cook [1] and I.D. Meir [6] in which they
proved that:

Theorem 1.3 (Atkinson, Brüdern and Cook). Let R, k,N be positive in-
tegers, with k > 1 and N ≥ 2Rk + 1. Then the system (1) has a p-adic
zero, provided p > k2R+2.

Theorem 1.4 (Meir). Let k, N be positive integers, with k > 1 and N ≥
4k + 1. Then a system of two diagonal forms of degree k has a p-adic zero,
provided p > 3k4.

Theorem 1.3 gives a better bound for N (comparing to Theorem 1.1), but
the given bound for the values of p grows exponentially from R.

In this paper we are going to make use of the p-adic normalization in-
troduced by Davenport and Lewis (see [2] for details). They associated a
function ϑ to the coefficients of the forms Fj ’s

ϑ(F1, . . . , FR) =
∏
J

det(aij), (1 ≤ i ≤ R and j ∈ J)



Systems of diagonal forms restricted by a congruence condition 207

where J runs over all subsets of {1, 2, . . . , N} with R elements. By an
argument involving the compactness of the set of p-adic integers, it is proved
in [2] that we can assume the additional hypothesis ϑ(F1, . . . , FR) 6= 0 in
the proof of Theorem 1.1, with no loss of generality.

We are going to say that a system of R additive forms F ∗
1 = . . . = F ∗

R = 0
is p-equivalent to the system (1) if it is obtained from (1) by a combination
of the operations (i) and (ii) below:

(i) F ∗
j =

∑R
i=1 λijFi, λij ∈ Q, and det(λij) 6= 0, or,

(ii) F ∗
j (x1, . . . , xN ) = Fj(pr1x1, . . . , p

rN xN ), ri ∈ Z.
Since we are assuming that ϑ(F1, . . . , FR) 6= 0, and the p-adic fields have
characteristic 0, we can choose in each p-equivalence class a system for
which the power of p dividing ϑ(F1, . . . , FR) is minimal. This system will
be called a p-normalized system, and it is easy to see that if a p-normalized
system has p-adic solutions, then any system in its class will also have p-adic
solutions.

An important feature of the p-adic normalization is described in the next
lemma (this is Lemma 11 of [2])

Lemma 1.5. A p-normalized system of R additive forms of degree k can
be written (after renumbering the variables) as

(2) Fi = fi(x1, . . . , xn) + pgi(xn+1, . . . , xN ) = 0

for i = 1, . . . , R, where n ≥ N/k and each of the variables x1, . . . , xn occurs
in at least one of the forms f1, . . . , fR with a coefficient not divisible by p.
Moreover, if we form any S linear combinations of the forms fj’s, which are
independent modulo p, and denote by qS = qS(f1, · · · , fR) the number of
variables that occur in at least one of these combinations with a coefficient
not divisible by p, then

qS ≥ SN/Rk (S = 1, . . . , R) (in particular qR = n).

From this point on we assume that the system F1 = F2 = · · · = FR = 0
(see (1)) is p-normalized, with the properties stated on Lemma 1.5, which
give rise to the congruence system (see (2))

(3) fi(x1, . . . , xn) = ai1x
k
1 + · · ·+ ainxk

in ≡ 0 (mod p) (i = 1, . . . , R).

Remark 1.6. Let A = (aij) be the R× n matrix of the coefficients of the
congruence system (3). The definitions of qS given by Lemma 1.5 can be
translated to the matrix A in the following way: after any finite sequence of
row operations on A, any row of A will still have at least q1nonzero entries
modulo p, any two rows will still have at least q2 nonzero entries (i.e., 2×1
column vectors) modulo p, and so forth. With that in mind, we are going
to use, from now on, qs(A) instead of qS(f1, · · · , fR).
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Following the notation given in [1], let µd(A) (1 ≤ d ≤ R) denote the
maximum number of columns of A that are in the same d-dimensional linear
subspace of FR

p . It is easy to see that

(4) µd(A) + qR−d(A) = n, (d = 1, . . . , R− 1).

The relation (4) is completely independent of the p-normalization, and
in the same way, for any R× n matrix, we have

(5) q1(A) ≤ q2(A) ≤ . . . ≤ qR(A) and µ1(A) ≤ µ2(A) ≤ . . . ≤ µR(A).

For the p-normalized case, and, as before, assuming A to be the R × n
matrix of the coefficients of the congruence system (3), we cannot have
µd(A) = n for any d < R, since it would imply that qR−d(A) = 0 by
(4), which is impossible according to Lemma 1.5. Hence, for p-normalized
systems we have

(6) 1 ≤ µ1(A) ≤ · · · ≤ µR−1(A) < µR(A) = n.

Definition 1.7. A solution ξ = (ξ1, · · · , ξn) for the congruences (3) will be
called a rank ν solution if the matrix (aijξj) has rank ν modulo p.

The next lemma is a version of Hensel’s lemma, and it was proved by
Davenport and Lewis (a particular case of lemma 9 in [2]).

Lemma 1.8. If p - k and the congruences (3) have a rank R solution mod-
ulo p, then the corresponding system (2) has non-trivial p-adic solutions.

Based on Lemmas 1.5, 1.8, and the observations above, the proof of
Theorem 1.1 is a consequence of the proof of the following result (taking
α1 = . . . = αR = 0).

Theorem 1.9. Let p be a prime, k be an integer such that p - k, and
suppose that the congruence

(7) axk + byk + czk ≡ d (mod p),

with a, b, c different from zero modulo p, has a solution with xyz 6≡ 0 (mod p),
for any d. For any α1, . . . , αR ∈ Z, consider the system

(8)


f1 = a11x

k
1 + · · ·+ a1nxk

n ≡ α1 (mod p)
...

fR = aR1x
k
1 + · · ·+ aRnxk

n ≡ αR (mod p).

If for s = 1, . . . , R we have

(9) qs(A) >
s

R
· 2 · 3R−1 (in particular n = qR ≥ 2 · 3R−1 + 1),

then the system (8) has a solution of rank R modulo p.

The proof of this theorem will be done by induction on the number R
of forms fi’s, and will follow from a series of lemmas presented in the next
section.
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2. Proof of Theorem 1.9

We start this section with some simple remarks. Let ` = gcd(p− 1, k). It
is easy to see that the equation x` ≡ a (mod p) has a solution if, and only
if, xk ≡ a (mod p) has a solution. This implies that the set of `-th powers
and the set of k-th powers in Fp are equal. Since we are assuming k to
be any natural number, there is no loss of generality if we replace k by `
in the congruences (3). Hence, from now on, we will always assume that
p ≡ 1 (mod k), whenever considering the congruence system (8).

Let F∗
p be the group of all non-zero elements of Fp, and let K be the

subgroup of F∗
p of all k-th powers. Since we are assuming p ≡ 1 (mod k),

there exists a δ ∈ (F∗
p −K), such that

(10) F∗
p = K ∪ δK ∪ δ2K ∪ · · · ∪ δk−1K (a disjoint union).

Let us denote by S the following set of representatives of the k cosets above

(11) S = {1, δ, δ2, . . . , δk−1}.
It follows from these considerations that any α ∈ F∗

p can be written in the
form

(12) α = δiak

for some a ∈ F∗
p and some δi ∈ S.

The next lemma gives the initial step of inductive argument used for the
proof of Theorem 1.9.

Proposition 2.1. The statement of Theorem 1.9 holds for R = 2.

Proof. Let A be the 2 × n matrix of coefficients of (8). It follows from (9)
and (4) that

n = q2 ≥ 7, q1(A) ≥ 4 and µ1(A) + q1(A) = n.

Hence the system (8) (with R = 2) can be rewritten as

(13)

{
a1x

k
1 + · · ·+ aµ1x

k
µ1

+ b1y
k
1 + . . . + bq1y

k
q1
≡ α1(mod p)

c1y
k
1 + · · ·+ cq1y

k
q1
≡ α2(mod p)

,

where µ1 = µ1(A) and q1 = q1(A).
Let (ξ1, . . . , ξq1) be a solution for c1y

k
1 + · · ·+cq1y

k
q1
≡ α2 (mod p) with all

entries nonzero modulo p, which is a consequence of the hypothesis (7) (one
can take, for example, y4 = · · · = yq1 = 1 and solve c1y

k
1 + c2y

k
2 + c3y

k
3 ≡

α2− (c4 + · · ·+ cq1) (mod p)). Now write b1ξ
k
1 + · · ·+ bq1ξ

k
q1
≡ τ (mod p) and

consider the congruence

(14) a1x
k
1 + · · ·+ aµ1x

k
µ1
≡ α1 − τ (mod p).

If µ1 ≥ 3 then, by hypothesis, we can find a nontrivial solution (ε1, . . . , εµ1)
for (14), and (ε1, . . . , εµ1 , ξ1, . . . , ξq1) is a rank two solution for (13). Let us
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suppose that µ1 = 2. If τ ≡ α1 (mod p) then (0, 0, ξ1, . . . , ξq1) is a solution of
rank 2 for (13) since this solution has at least three entries nonzero modulo
p and µ1 = 2. Now suppose that α1 − τ 6≡ 0 (mod p). Let (ε1, ε2, ε) be a
solution for the congruence

(15) a1x
k
1 + a2x

k
2 + (τ − α1)zk ≡ 0 (mod p)

with ε1ε2ε 6≡ 0 (mod p). Then, (ε1ε
−1, ε2ε

−1) is a solution for (14) (now
µ1 = 2) and then (ε1ε

−1, ε2ε
−1, ξ1, . . . , ξq1) is a rank 2 solution for (13).

Finally suppose that µ1 = 1 and q1 ≥ 6. After the change of vari-
ables cjy

k
j ←→ δr(c∗jyj)k based upon (12), we can consider the coefficients

c1, . . . , cq1 ∈ S (see (11)), that is, they form a subset of the representatives
of the equivalence classes modulo K (see (10)).

We are going to conclude this proof by considering the following two
cases:
Case (i): Suppose that there are two equal coefficients among c1, . . . , cq1 ,
say c1 = c2. Since µ1 = 1 we must have b1 6≡ b2 (mod p). Now, since c1 = c2,
the congruences

c1y
k
1 + c3y

k
3 + c4y

k
4 ≡ 0 (mod p) and c2y

k
2 + c3y

k
3 + c4y

k
4 ≡ 0 (mod p)

have a common solution, say (ξ1, ξ3, ξ4) with ξ1ξ3ξ4 6≡ 0 (mod p). Let b1ξ
k
1 +

b3ξ
k
3+b4ξ

k
4 ≡ ω (mod p) and b2ξ

k
1+b3ξ

k
3+b4ξ

k
4 ≡ γ (mod p) we must have that

ω 6≡ γ (mod p), otherwise we would have b1 ≡ b2 (mod p), a contradiction.
Thus, with no loss of generality, we may assume that ω 6≡ 0 (mod p). Next
let (ξ2, ξ5, . . . , ξq1) be a solution with all entries nonzero modulo p for the
congruence c2y

k
2 +c5y

k
5 + · · ·+cq1y

k
q1
≡ α2 (mod p) (as done in the beginning

of this proof). Now let b2ξ
k
2+b5ξ

k
5+· · ·+bq1ξ

k
q1
≡ τ (mod p). If τ ≡ α1 (mod p)

then (0, 0, ξ2, 0, 0, ξ5, . . . , ξq1) is a rank 2 solution for (13), since µ1 = 1.
Otherwise we have the congruence

a1x
k
1 + ωT k ≡ α1 − τ (mod p)

which has a solution (ε1, ε) (as done in the case µ1 = 2 of this proof).
Hence,

(ε1, ξ1ε, ξ2, ξ3ε, ξ4ε, ξ5, . . . , ξq1)

is a rank 2 solution modulo p for (13) (by the construction of ω).
Case (ii): Suppose that c1, . . . , cq1 ∈ S and they are all distincts. Since
there are at least 6 of them, we may assume, after a renumbering if neces-
sary, that c1 6≡ −c2 (mod p) (which also means that they do not belong to
the same class modulo K (see (10))).

Rewriting the system (13) as

(16)

{
a1x

k
1 + b1y

k
1 + . . . + bq1−1y

k
q1−1 ≡ α1(mod p)

c1y
k
1 + · · ·+ cq1−1y

k
q1−1 + cq1y

k
q1
≡ α2(mod p)

,
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with all bi’s and cj ’s different from zero modulo p, with a possible change
in the values of α1 and α2.

Follows from the hypothesis (7) (as done before in this proof) that we
can find solutions (ε1, ξ1, ξ2) and (ξ3, . . . , ξq1−1) for the congruences a1x

k
1 +

b1y
k
1 + b2y

k
2 ≡ 0 (mod p) and b3y

k
3 + · · ·+ bq1−1y

k
q1−1 ≡ α1 (mod p), with all

entries nonzero modulo p. Now let c3ξ
k
3 + · · · + cq1−1ξ

k
q1−1 ≡ τ (mod p). If

τ ≡ α2 (mod p) then (0, 0, 0, ξ3, . . . , ξq1−1, 0) is a rank 2 solution for (16).
Otherwise, let c1ξ

k
1 + c2ξ

k
2 ≡ ω (mod p) and observe that if ω ≡ 0 (mod p)

we would have c1 and −c2 in the same class modulo K, a contradiction.
Hence ω 6≡ 0 (mod p). Since α2−τ and ω are nonzero modulo p, we can find
a solution (ρ, ξq1), with all entries nonzero modulo p, for the congruence

ωT k + cq1y
k
q1
≡ α2 − τ (mod p).

Then (ε1ρ, ξ1ρ, ξ2ρ, ξ3, . . . , ξq1) is a rank 2 solution for (16), by the con-
struction of ω. �

Induction Hypothesis: Let us now assume, as the induction hypothesis, that,
under the hypothesis (7) and for any R′ < R, any congruence system Gi ≡
βi (mod p) of R′ forms of degree k in at least 2 ·3R′−1+1 variables, and such
that its coefficient matrix C has qs(C) > (s/R′) · 2 · 3R′−1 for i = 1, . . . , R′,
has always a rank R′ solution modulo p.

One important comment before continuing the proof is that, if the matrix
of coefficients A, of order R× n, is written in the form

A =
(

A1

A2

)
where A1 has order d×n and A2 has order (R−d)×n, then qj(A1) ≥ qj(A)
for j = 1, ..., d and qj(A2) ≥ qj(A) for j = 1, ..., R − d. In particular, if the
matrix A has the form

(17) A =
(

A11 A12

0 A22

)
where A22 has order (R − d) × (n − t) then we still have qj(A22) ≥ qj(A)
for j = 1, ..., R− d.

Lemma 2.2. Let us suppose that there is d, 1 ≤ d ≤ R − 1, such that
µd(A) > 2 · 3d−1. Then (8) has a rank R solution, modulo p.

Proof. Let d, 1 ≤ d ≤ R− 1, be the smallest number such that µd(A) > 2 ·
3d−1. After re-enumerating the variables (if necessary) and after performing
row operations on the coefficients of the matrix A, we can rewrite the system
(8) as
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(18)



g1(x1, . . . , xµd
) + h1(y1, . . . , yqR−d

) ≡ α1 (mod p)
...

gd(x1, . . . , xµd
) + hd(y1, . . . , yqR−d

) ≡ αd (mod p)
hd+1(y1, . . . , yqR−d

) ≡ αd+1 (mod p)
...

hR(y1, . . . , yqR−d
) ≡ αR (mod p)

,

where g1, . . . , gd, h1, . . . , hR are diagonal forms of degree k, µd = µd(A) and
qR−d = qR−d(A) .

Now consider the subsystem of (18) given by

(19) hi(y1, . . . , yqR−d
) ≡ αi (mod p) (i = d + 1, . . . , R)

and let B be the coefficient matrix of the system (19), of order (R−d)×qR−d.
From the above comments, we have, for s = 1, . . . , R− d,

qs(B) ≥ qs(A) >
s

R
2 · 3R−1 >

s

R− d
2 · 3R−d−1.

Hence, by the induction hypothesis, (19) has a rank R−d solution (ξ1, . . . ,
ξqR−d

) modulo p.
Next we can consider the following system

(20) gj(x1, . . . , xµd
) ≡ αj − hj(ξ1, . . . , ξqR−d

) (mod p) (j = 1, . . . , d).

Let C be the coefficient matrix of this system of order d × µd. For s =
1, . . . , d− 1, we have

µd−s(C) + qs(C) = µd(A) > 2 · 3d−1

and, by the minimality of d and since C is a sub-matrix of A, we have

µs(C) ≤ µs(A) ≤ 2 · 3s−1,

hence
qs(C) > 2 · 3d−1 − µd−s(C)

≥ 2 · 3d−1 − 2 · 3d−s−1

>
s

d
2 · 3d−1.

Next we can apply the induction hypothesis for the system (20) to obtain
a rank d solution (ε1, . . . , εµd

) modulo p.
Let (ω1, · · · , ωn) be a solution for the system (18), given by ωi = εi for

i = 1, · · · , µd, and ωµd+j = ξj for j = 1, · · · , qR−d.
Now let A = (aij) be the coefficient matrix of (18). Together with the

solution (ω1, · · · , ωn), we can have the matrix M = (aijωj) as in Defini-
tion 1.7. Next observe that M has order R× n and the form

M =
(

M1 M2

0 M3

)
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where M1 has order d × µd and rank d, and M3 has order (R − d)× qR−d

and rank R − d (by the way, we obtained the above solutions (ε1, . . . , εµd
)

and (ξ1, . . . , ξqR−d
)). From a simple linear algebra argument, it follows that

M has rank R, proving that (ω1, · · · , ωn) is a rank R solution for (18), as
desired. �

Let us rewrite the system (8) of theorem 1.9 (with a possible change in
the values of αj ’s) modulo p as

(21)


g1(x1, . . . , xµ) + b11y

k
1 + · · ·+ b1qy

k
q ≡ α1

...
...

gR−1(x1, . . . , xµ) + b(R−1)1y
k
1 + · · ·+ b(R−1)qy

k
q ≡ αR−1

bR1y
k
1 + · · ·+ bRqy

k
q ≡ αR

,

where µ = µR−1(A), q = q1(A), and the coefficients bR1, . . . , bRq are all
nonzero modulo p. From this point on we are going to focus our attention
on this system, observing that, from (4) and (9) follows that n = q + µ >
2 ·3R−1, and since we can assume that µ ≤ 2 ·3R−2 (see Lemma (2.2)), then
we have

(22) q > 4 · 3R−2 > 2µ.

Definition 2.3. Consider the sub-forms of the forms of the system (21)

b1ry
k
r + b1sy

k
s + b1ty

k
t

...
bRry

k
r + bRsy

k
s + bRty

k
t

such that its R × 3 matrix (bij) has rank 3 modulo p. From the hypoth-
esis (see (7)) we can find a solution (ξr, ξs, ξt) for the congruence equa-
tion bRry

k
r + bRsy

k
s + bRty

k
t ≡ 0 (mod p). The substitution of (ξr, ξs, ξt) by

(Tξr, T ξs, T ξt), where T is a new variable, in the remaining sub-forms will
give

b1r(Tξr)k + b1s(Tξs)k + b1t(Tξt)k ≡ γ1T
k (mod p)

...
...

b(R−1)r(Tξr)k + b(R−1)s(Tξs)k + b(R−1)t(Tξt)k ≡ γR−1T
k (mod p)

.

This substitution of the variables yr, ys, yt by a new variable T will be
called a rank 3 contraction to a new variable T. It is important to observe
that we cannot have γ1 ≡ · · · ≡ γR−1 ≡ 0 (mod p) since the coefficient
matrix (bij) has rank 3.

In order to set the stage for the proof of the remaining four lemmas, we
will need the following remark.
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Remark 2.4. It follows from the definition of µd(A) that any set of µ + 1
columns corresponding to the variables yi’s in (21) must have rank R. Since
q > 2µ (see (22)), we can choose, in this set of columns, R columns forming
a rank R matrix modulo p. Let us say that the R columns corresponding to
the variables y1, . . . yR are of rank R. From the hypothesis (7) follows that
there is a solution (ξ1, . . . , ξR) for the congruence bR1y

k
1 + · · · + bRRyk

R ≡
αR (mod p) with all ξi 6≡ 0 (mod p). Now suppose that we can produce v rank
3 contractions with 3v variables among the remaining variables yR+1, . . . , yq

(see definition 2.3 above)
Writing

βj = αj − (bj1ξ
k
1 + · · ·+ bjRξk

R) (mod p), for j = 1, · · · , R− 1,

and renumbering the variables (if necessary) of the system (21) we can form
the following system modulo p (with r = R− 1)

(23)


m1(T1, . . . , Tv) + g1(x1, . . . , xµ) + b1(yR+3v+1, . . . , yq) ≡ β1

...
...

mr(T1, . . . , Tv) + gr(x1, . . . , xµ) + br(yR+3v+1, . . . , yq) ≡ βr

bR(yR+3v+1, . . . , yq) ≡ 0

,

a system with n− 2v −R variables, since

(24) v + µ + (q − 3v −R) = (µ + q)− 2v −R = n− 2v −R.

Observe that if we can find an nontrivial solution

(α1, · · · , αv, λ1, . . . , λµ, γR+3v+1, . . . , γq)

modulo p for the system (23) above, then

(25) (λ1, . . . , λµ, ξ1, . . . , ξR, ωR+1, . . . , ωR+3v, γR+3v+1, . . . , γq)

will be a rank R solution (guarantied by (ξ1, . . . , ξR), see above) for the
system (21), where, for i = 1, . . . , v,

(ωR+3i−2, ωR+3i−1, ωR+3i) = (αiδ
(i)
1 , αiδ

(i)
2 , αiδ

(i)
3 )

and the v triples (δ(i)
1 , δ

(i)
2 , δ

(i)
3 ), are the solutions necessary to perform the

v rank 3 contractions produced above (see definition 2.3). And this would
conclude the proof of theorem 1.9.

Let C be the R× (n−R− 2v) coefficient matrix of the system (23), and
M its R× v sub-matrix composed by the coefficients of the variables Ti’s.

By definition, µ = µR−1(A) and q = q1(A), where A is the coefficient
matrix of the system (21), and since the last line of the matrix M has only
zeros, then

(26) µR−1(C) = µ + v.



Systems of diagonal forms restricted by a congruence condition 215

Since
µR−1(C) + q1(C) = n−R− 2v and µ + q = n

it follows that

(27) q1(C) = q − 3v −R.

Lemma 2.5. Let R ≥ 4 and suppose that for the system (23) we can find
1 ≤ d ≤ R − 2, such that v ≥ 2 · 3d−1 + 1 and the matrix M has rank d.
Then there is an nontrivial solution for the system (23).

Proof. Let 1 ≤ d ≤ R − 2 be the least integer with the property given in
the lemma, and let us assume v = 2 · 3d−1 + 1. Rewrite the system (23) as

(28)



m1(T1, . . . , Tv) + t1(x3v+1, . . . , xn−R) ≡ β1 (mod p)
...

md(T1, . . . , Tv) + td(x3v+1, . . . , xn−R) ≡ βd (mod p)
...
tR−1(x3v+1, . . . , xn−R) ≡ βR−1 (mod p)
tR(x3v+1, . . . , xn−R) ≡ 0 (mod p)

,

where m1, . . . ,md, t1, . . . , tR are diagonal forms of degree k, and since the
coefficient matrix M of the new variables Ti’s has rank d.

Now consider the subsystem

(29)


td+1(x3v+1, . . . , xn−R) ≡ βd+1 (mod p)

...
tR−1(x3v+1, . . . , xn−R) ≡ βR−1 (mod p)

tR(x3v+1, . . . , xn−R) ≡ 0 (mod p)

,

and let C be the coefficient matrix of this system (29), of order (R − d)×
(n− R − 3v). Note that follows from the comments made just before (17)
and from (27)

(30) q1(C) ≥ q1(C) = q1(A)−R− 3v,

hence, for s = 1, . . . , R− d,

(31)

qs(C) ≥ q1(C) ≥ q1(A)−R− 3(2 · 3d−1 + 1)
≥ (2 · 3R−1 + 1− µR−1(A))− 2 · 3d − 3−R
≥ 2 · 3R−1 − 2 · 3R−2 − 2 · 3d − 2−R
= 4 · 3R−2 − 2 · 3d − 2−R
≥ 2 · 3R−d−1 ≥ s

R−d2 · 3R−d−1,

for R ≥ 4 and 1 ≤ d ≤ R − 2. Applying the induction hypothesis to
system (29), we can obtain a solution

−→
ξ = (ξv+1, . . . , ξn−R). Replacing this

solution in (28) we have the system

(32) mi(T1, . . . , Tv) = βi − ti(
−→
ξ ) (mod p) (i = 1, . . . , d).
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Let D be the matrix of the coefficients of (32) of order d× v. Since d is the
least one with the property given in the lemma, we have µd−s(D) ≤ 2·3d−s−1

for s = 1, . . . , d− 1. Hence

(33)
qs(D) = v − µd−s(D)

> 2 · 3d−1 − 2 · 3d−s−1

≥ s

d
2 · 3d−1

for s = 1, . . . , d− 1. Again by the induction hypothesis, there is a solution
(τ1, . . . , τv) for (32). Therefore (τ1, . . . , τv, ξv+1, . . . , ξn−R) is a nontrivial
solution modulo p for the system (28).

�

Lemma 2.6. Let R = 3 and suppose that for the system (23) we can
produce two new variables (i.e. v = 2), such that the rank of M is equal to
1. Then we can find an nontrivial solution for the system (23) modulo p.

Proof. Since R = 3, it follows that, (see (9) and (22))

n ≥ 19 and q ≥ 13.

As done in the previous lemma, rewrite the system (23) as

(34)


γ1T

k
1 + γ2T

k
2 + t1(x7, . . . , xn−3) ≡ β1 (mod p)

t2(x7, . . . , xn−3) ≡ β2 (mod p)
t3(x7, . . . , xn−3) ≡ 0 (mod p)

.

Then the subsystem (see (29)){
t2(x7, . . . , xn−3) ≡ β2 (mod p)
t3(x7, . . . , xn−3) ≡ 0 (mod p)

has at least 10 variables and q1 ≥ 4, by (30). Therefore it satisfies all the
conditions required in the Proposition 2.1, and hence it has a nontrivial
solution

−→
ξ = (ξ7, . . . , ξn−3) modulo p. Applying this solution in the first

equation we would have

(35) γ1T
k
1 + γ2T

k
2 ≡ β1 − t1(

−→
ξ ) (mod p).

If β1−t1(
−→
ξ ) ≡ 0 (mod p) then (0, 0, ξ7, . . . , ξn−3) is a nontrivial solution for

(23), otherwise we can apply the ideas given in the proof of Proposition 2.1
(see (15)) and find a solution (ω1, ω2) for (35), and then (ω1, ω2, ξ7, . . . , ξn−3)
is an nontrivial solution for (23). �

Lemma 2.7. The system (8) has a rank R solution modulo p provided
R ≥ 4.

Proof. With no loss of generality, let us assume that the coefficient matrix
A of the system (8) is written as in (21), with the same notations described
there. We make use of the ideas presented in Remark 2.4, but forming a
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system like in (23) in a very specific way. As done before (see Remark 2.4),
in any set of µ + 1 columns of A corresponding to the variables y1, . . . , yq,
we can find R columns of rank R, from where we can extract 3 linearly
independent columns. But we want to repeat this process v times, as long
as

q − 3v ≥ µ + 1.

This means that, after collecting the v sets of 3 linearly independent
columns, we are still able to find, among the remaining q− 3v columns , R
columns of rank R. As seen before,

q = n− µ ≥ 2 · 3R−1 + 1− µ

then, we have

q − 3v ≥ (2 · 3R−1 + 1− µ)− 3v ≥ µ + 1.

Hence we can take v to be

(36) v =

[
2 · 3R−1 − 2µ

3

]
≥ 2 · 3R−2 − 2µ + 2

3
.

With these v triples of columns we can perform v rank 3 contractions
(see definition 2.3), and still have R columns of rank R. Now we have all
the necessary ingredients to produce a system in the form of system (23).
But, at this time, let us put all the unused variables yj ’s equal to zero. Thus
the new system will look like

(37)


g1(x1, . . . , xµ) + t1(T1, . . . , Tv) ≡ β1 (mod p)

...
gR−1(x1, . . . , xµ) + tR−1(T1, . . . , Tv) ≡ βR−1 (mod p)

From (36) follows that

(38) µ + v ≥ 2 · 3R−2 − 2µ + 2
3

+ µ = 2 · 3R−2 +
µ− 2

3
> 2 · 3R−2,

since µ = µR−1 ≥ R− 1 > 2.
Let us still write the coefficient matrix of (37) as C and the coefficient

matrix of the new variables T ’s as M (see Remark 2.4). At this point one
needs to observe that the first µ columns of the matrix A (see (21)) are
equal to the first µ columns of the matrix C, but with a zero in the last
coordinate.

Another important observation about the matrix C is the following.
Let D be the maximal set of the columns of C belonging to the same
d-dimensional linear subspace of FR−1

p (since C has order (R−1)× (µ+v)),
and by definition the cardinality of D is equal to µd(C). Now divide D into
two subsets D1 and D2, where D1 contains the columns taken among the
first µ columns of C, and D2 contains the columns taken among the last
v of C. Hence, the dimension of the two linear subspaces generated by the
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columns in D1 and D2 respectively is at most d. Therefore, it follows from
(5) that, for d = 1, . . . , R− 2

(39) µd(C) ≤ µd(A) + µd(M).

According to Lemmas 2.2 and 2.5 (since any nontrivial solution for (37)
implies a rank R solution for (21))

µd(A) ≤ 2 · 3d−1 and µd(M) ≤ 2 · 3d−1,

hence for d = 1, . . . , R− 2

(40) µd(C) ≤ 4 · 3d−1.

For the matrix C one has (see (4)), for d = 1, . . . , R− 2

qd(C) + µR−1−d(C) = µ + v.

Hence (see (38) and (40))

qd(C) = (µ + v)− µR−1−d(C) > 2 · 3R−2 − 4 · 3(R−1−d)−1.

Now

qd(C) > 2 · 3R−2 − 4 · 3(R−d−1)−1 ≥ d

R− 1
2 · 3R−2

since

2 · 3R−2 − d

R− 1
2 · 3R−2 =

2(R− 1− d)
R− 1

· 3R−2 ≥ 4 · 3R−d−2

and
(R− 1− d)

R− 1
≥ 2

3d

for d = 1, . . . , R−2, and R ≥ 4. Now we can apply the induction hypothesis
to the system (37), which guarantees a nontrivial solution for this system,
and therefore a rank R solution modulo p (see (25)) for the system (8). �

Lemma 2.8. The system (8) has a rank R solution modulo p.

Proof. It remains only the case R = 3 to consider, and we are going to
follow very closely the steps presented in the proof of Lemma 2.7. After
performing the possible v contractions and still having left, among the
remaining variables yj ’s, 3 columns of rank 3, we can form the system,
putting the unused variables equal to zero (see (37)),

(41)
{

g1(x1, . . . , xµ) + t1(T1, . . . , Tv) ≡ β1 (mod p)
g2(x1, . . . , xµ) + t2(T1, . . . , Tv) ≡ β2 (mod p) .

According to (38) this system has at least µ + v ≥ 7 variables, and the
matrix C of this system has (see (39))

µ1(C) ≤ µ1(A) + µ1(M).
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It follows from lemmas 2.2 and 2.6 that

µ1(A) ≤ 2 and µ1(M) = 1,

hence µ1(C) ≤ 3. Since n = q1(C) + µ1(C), we have

q1(C) ≥ 7− 3 = 4.

It follows from Proposition 2.1 that there is a nontrivial solution of the
system (41), and therefore (8) has a rank 3 solution modulo p, concluding
the proof. �
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