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Estimates for a three-dimensional exponential
sum with monomials

par Javier PLIEGO

Résumé. Nous calculons une collection de moments mixtes de la fonction
zêta de Riemann à l’aide d’une équation fonctionnelle approximative pour le
produit des fonctions zêta. Comme application, nous fournissons des estima-
tions pour des sommes exponentielles tridimensionnelles à phase monomiale
qui sont dans certains cas plus précises que celles provenant des approches
nécessitant l’utilisation des estimations existantes des sommes analogues.

Abstract. We compute a collection of mixed moments of the Riemann-zeta
function by means of an approximate functional equation for the product of
zeta functions. As an application we provide estimates for three-dimensional
exponential sums with monomials which are in some instances sharper than
those stemming from approaches entailing the use of existing bounds pertain-
ing to analogous sums.

1. Introduction
The investigation of asymptotic evaluations for moments of the Riemann

zeta function, namely ∫ T

0
|ζ(1/2 + it)|2k

for k ∈ N has a long history and was initiated in the work of Hardy–
Littlewood [4] and Ingham [6] for the instances k = 1 and k = 2 respectively,
the analysis concerning the cases k ≥ 3 in the literature being thus far
conjectural. In a recent memoir [9] we examine for a large parameter T > 0
and fixed positive numbers a ≤ c ≤ b the integral

Ia,b,c(T ) =
∫ T

0
ζ(1/2 + iat)ζ(1/2 − ibt)ζ(1/2 − ict)dt

and derive an asymptotic formula when a < c of the shape
Ia,b,c(T ) ∼ σa,b,cT.

The underlying error term has its reliance on a diophantine problem and
its treatment may benefit on some occasions from the application of results
in diophantine approximation employing either linear forms in logarithms
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or Roth’s theorem, the assumption of the abc-conjecture often delivering
sharper conclusions. The starting point to obtain such a collection of re-
sults hinges on an application of the approximate functional equation (see
Titchmarsh [12, (4.12.4)]) to each of the zeta functions. Such a manoueu-
vre reduces the task to that of computing eight integrals of products of
Dirichlet polynomials and delivers

(1.1) Ia,b,c(T ) = σa,b,cT +M1(T ) + J2,2(T )

+O
(
T 3/4(log T ) + T 1/2+a/2c(log T )2 + T 5/4−c/4a),

(see [9, (7.5)]) wherein upon writing for every triple n ∈ N3 the parameter
(1.2) Nn = 2πmax(n2

1/a, n
2
2/b, n

2
3/c
)

then
(1.3) M1(T ) = 2πa−1 ∑∗

Nn≤ 2π
a
n1n

b/a
2 n

c/a
3 ≤T

n
b/2a−1/2
2 n

c/2a−1/2
3 e(n1n

b/a
2 n

c/a
3 ),

where in the above sum n
b/a
2 n

c/a
3 is not an integer, and

(1.4) J2,2(T ) =
∑
Nn≤T

n1=[nb/a
2 n

c/a
3 ]

(n1n2n3)−1/2
∫ T

Nn

eit log(nb
2n

c
3/n

a
1)dt.

We record for the sake of completeness that the bounds J2,2(T ) ≪
Te−C(log T )1/3−δ and M1(T ) ≪ T 1−δ for some δ > 0 may be extracted
from the proofs of Lemmata 3.1 and 6.1 of [9] respectively and might be
refined under the assumption of the abc-conjecture.

The main purpose of this paper lies on the assessment of establishing
and employing instead an approximate functional equation for the product

ζ(1/2 + iat)ζ(1/2 − ibt)ζ(1/2 − ict),
the procedure utilised to such an end being inspired by that of Heath-
Brown [5]. The integration over [0, T ] of that equation shall ultimately
provide another formula for Ia,b,c(T ).

Theorem 1.1. Let a, b, c ∈ R such that 0 < a < c < b and c < 2a. Then
for big enough T one has that

(1.5) Ia,b,c(T ) = σa,b,cT +M1(T ) + J2,2(T ) + Λa,b,c
∑

τn≤cn≤T
µ(n)

+O
(
T 5/4−c/4a + T 1/4+(2a−c)/2(b−c)),

wherein Λa,b,c is a constant that shall be defined in (3.5), the inner sum is
a weighted exponential sum that runs over triples n ∈ N3 and the functions
τn, cn and µ(n) are defined in (3.5), (6.1) and (6.3) respectively.
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An analogue conclusion may be obtained without the restriction c <
2a, it having been omitted herein for the sake of simplicity. It is thereby
noteworthy that a new weighted exponential sum which was not present
in (1.1) appears in (1.5) when employing this other treatment, both the sum
and the error term O(T 1/4+(2a−c)/2(b−c)) corresponding to the sum of main
terms and error terms respectively stemming from the application of the
stationary phase method. We shall devote Appendix A to discuss possible
approaches making use of exponent pairs and other techniques to estimate
such an exponential sum that deliver bounds which are bigger than the
error term in (1.5).

Exponential sums with the corresponding phase being a smooth func-
tion make their appearance on innumerous instances in the analytic theory
of numbers, it often being the case that progress on many problems in
the field hinges on robust enough estimates for such sums. In particular,
multidimensional exponential sums∑

n1,...,ns

e
(
f(n1, . . . , ns)

)
for the choice of monomials f(n1, . . . , ns) = xnα1

1 · · ·nαs
s have received sig-

nificant attention due to their relevance in various problems in the field,
it being pertinent to highlight the estimates for a collection of families of
such sums obtained by Fouvry and Iwaniec [2] by means of a novel applica-
tion of the double large sieve in conjunction with a corresponding spacing
lemma. The work of Robert and Sargos [10] delivered by sharpening the
aforementioned spacing lemma a refinement of the result in the preceding
paper for sums of the shape

(1.6)
∑
h≍H

∑
n≍N

ϕ(h, n)
∑
m≍M

λ(m)e
(
Xhbncma),

wherein H,N,M ∈ N, the parameter X ∈ R has the property that
XHaN bM c > 1, the weights satisfy |ϕ(h, n)|, |λ(m)| ≤ 1 and a, b, c ∈ R
are fixed and a(a− 1)bc ̸= 0.

It then transpires that Theorem 1.1 in conjunction with (1.1) may be
employed to bound exponential sums for particular choices of weights and
range of summation.

Corollary 1.1. Let a, b, c ∈ R such that 0 < a < c < b and having the
property that b+ c−a = 1 and c < 2a. Then for big enough T one has that

(1.7)
∑

(h,n,m)∈DT

ω(h, n,m)e
(
κhbncm−a) ≪ T 5/4−c/4a + T 1/4+(2a−c)/2(b−c),
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wherein ω(h, n,m) = h−1/2+b/2n−1/2+c/2m−1/2−a/2, the domain DT is de-
fined by

DT =
{

(h, n,m) ∈ N3 : (hnm)2/3(abc)−1/3η−1
a ≤ hbncm−a ≤ T

}
and ηa and κ are constants that shall be introduced in (6.1).

We shall mention that the result in the previous theorem is stronger for
the range

(1.8) 42a+ 34c
55 < b < 2a+ c

than the corresponding estimates which would stem from other arguments
presented in Appendix A, the strongest of such being of the shape
O(T 3/4+(2a−c)/2(b−c)).

Estimates for sums of the form (1.6) have applications inter alia in the
abelian group problem (see [8, 11, 10]), the problem of B-free numbers in
short intervals (see [14, 11]) or the distribution of 4-full numbers (see [7,
11]). The fact that the estimate obtained herein appertains the region DT

though precludes one from deriving similar estimates over dyadic intervals
for the purpose of both eliminating the corresponding weight in the sum
and exploring potential applications to problems in the vein of those earlier
mentioned.

The initial stages of the proof of Theorem 1.1 contain as in [5] the use of
both the functional equation for the Riemann zeta function and Cauchy’s
residue theorem in conjunction with succesive applications of Stirling’s for-
mula. The resulting equation then comprises a first term that shall con-
tribute to the main term in (1.1) after integrating over t and a second term
from which the sum in the left side of (1.7) arises after an application of
the stationary phase method. The main term pertaining to the off-diagonal
contribution which we denote by I1,2(T ) then satisfies

|M1(T ) + J2,2(T ) − I1,2(T )| ≪ T 5/4−c/4a,

the term in the right side of the above equation being smaller than the
bounds which may be conditionally obtained under the assumption of the
abc-conjecture for each of the individual summands on the left side (see [9,
Lemmata 3.2, 6.3]). There are some additional terms which emerge in the
analysis, the treatment of which departing from that of Heath-Brown [5] in
that we bound those by means of appropiate oscillatory integral estimates.
The argument in [5] instead entails integrating by parts analogous products,
such an approach in our context being insufficient and diverting one to the
undesirable position of encountering sums containing the factor

log
(
nb2n

c
3

na1

)−1
,



Estimates for a three-dimensional exponential sum with monomials 729

for which we have a poor understanding. The analysis of the contribution
stemming from the main term in the approximate functional equation in [5]
makes an elegant use of the underlying symmetry to exhibit further can-
cellation when integrating such a term twisted by(

m

n

)it
.

In the absence of such a property herein, our analysis comprises a careful
examination of the corresponding phases that will eventually lead to a
division of the corresponding tuples depending on the size of the phases,
such an intrincate process being ultimately culminated with a routinary
application of oscillatory integral estimates.

The structure of the paper is organised as follows: Section 2 is devoted
to a prolix discussion concerning the approximate functional equation. The
diagonal and off-diagonal contribution are computed in Sections 3 and 4
respectively. The examination of various residual terms utilising many of
the ideas from its preceding section is performed in Section 5. Section 6
comprises the application of the stationary phase method from which the
exponential sum arises. An appendix discussing other possible approaches
for estimating the sum in (1.7) is included at the end of the memoir, the
bounds derived therein being weaker to those stemming from our main
theorem.

Notation. We write [x] for x ∈ R to denote the nearest integer and
||x|| = x− [x].

Whenever ε appears in any bound, it will mean that the bound holds for
every ε > 0, though the implicit constant then may depend on ε. We use ≪
and ≫ to denote Vinogradov’s notation. When we employ such a notation
to describe the limits of summation of a particular sum we shall only be
interested in estimating such a sum, and the precise value of the implicit
constant won’t have any impact in the argument.

Acknowledgments. The author’s work was initiated during his visit to
Purdue University under Trevor Wooley’s supervision and finished at KTH
while being supported by the Göran Gustafsson Foundation. The author
would like to thank him for his guidance and helpful comments and both
Purdue University and KTH for their support and hospitality.

2. The approximate functional equation
We begin by furnishing ourselves with a lemma which essentially fol-

lows [5] and shall ultimately provide the approximate functional equation
to which we alluded in the introduction. It has been thought preferable to
present the lemma in wider generality, it being convenient to such an end
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to define for each natural number k ≥ 2 the subset Ak ⊂ (R \ {0})k of
tuples a = (a1, . . . , ak) satisfying the inequalities

(2.1) a2
j >

π

4

(
−ξaaj +

k∑
l=1

|al| −
k∑
l=1

|al − aj |
)
, (1 ≤ j ≤ k)

where in the above line the number ξa is defined by means of the formula

(2.2) ξa =
∑
al>0

1 −
∑
al<0

1.

It seems adequate to introduce for tuples n = (n1, n2, . . . , nk) and a as
above the parameters

(2.3) Ia =
k∑
l=1

1
al
, Qa =

k∏
j=1

aj , Pn =
k∏
j=1

nj , La(n) =
k∏
j=1

n
−aj

j .

We find it desirable to consider the product of gamma functions

Pa(t) =
k∏
j=1

Γ
(
1/2(1/2 + iajt)

)
,

which shall make its appearance in the course of the discussion concerning
the approximate functional equation. Likewise, we further define

(2.4) Gm(z, t) = Pa(t)−1
k∏
j=1

Γ
(1

2

(1
2 + (−1)m+1iajt+ z

))
, m = 1, 2.

It may also seem appropriate to recall (2.2) and introduce the smoothing
factor
(2.5) H(z, t) = ez

2/t−iξaπz/4.

Lemma 2.1. Let a = (a1, . . . , ak) ∈ Ak. Then for t > 1 one has that

(2.6)
k∏
j=1

ζ(1/2 + iajt) =
∑

n∈Nk

P−1/2
n I(Pn, t) +O(t−2),

wherein the function I(Pn, t) at hand is defined by means of the equation
I(Pn, t) = La(n)itI1(Pn, t) + La(n)−itI2(Pn, t),

the terms I1(x, t) and I2(x, t) for x ∈ R being

Im(x, t) = 1
2πi

∫ 1+i∞

1−i∞
Gm(z, t)

(
πk/2x)−zH

(
(−1)m+1z, t

)dz
z
, m = 1, 2.

Proof. We define, for convenience, the meromorphic function

fa(w) = π−kw/2
k∏
j=1

Γ
(
1/2(w + iajt)

)
ζ(w + iajt)
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with poles at w = −iajt and w = 1 − iajt in the region Re(w) ≥ −3/2. For
ease of notation it has been thought preferable to denote henceforth fa(w)
by f(w). We also consider

Bm(t) = 1
2πi

∫ (−1)m+1+i∞

(−1)m+1−i∞
f(1/2 + z)H(z, t)dz

z
, m = 1, 2.

The reader may find it useful to observe that when s ∈ R then an applica-
tion of the functional equation for the Riemann zeta function yields

f(−1/2 + is) = π−k(3/2−is)/2
k∏
j=1

Γ
(
1/2(3/2 − is− iajt)

)
ζ(3/2 − is− iajt),

whence on defining

Y (z, t) = π−k/4π−kz/2
k∏
j=1

Γ
(
1/2(1/2 − iajt+ z)

)
ζ(1/2 − iajt+ z)

and making a change of variables accordingly, it transpires that

B2(t) = − 1
2πi

∫ 1+i∞

1−i∞
Y (z, t)H(−z, t)dz

z
.

It then seems pertinent to note that one may utilise the convergence
of the series cognate to the Riemann zeta function at Re(z) = 3/2 in
conjunction with (2.4) to deduce

(2.7) Bm(t) = (−1)m+1π−k/4Pa(t)
∑

n∈N3

P−1/2
n La(n)(−1)m+1itIm(Pn, t),

m = 1, 2.

It therefore transpires that an application of Cauchy’s residue theorem
already delivers the formula

B1(t) −B2(t) = f(1/2) + 1
2πi

2k∑
m=1

∫
Cm

f(1/2 + z)H(z, t)dz
z
,

where in the above equation Cm denotes a circular path of radius t−1 around
each of the poles of f(1/2+w). To the end of deriving the desired result one
should then estimate the contribution of the remaining residues. We employ
Stirling’s series (see Whittaker and Watson [13, Section 13.6]), namely

(2.8) log Γ(z) = (z−1/2) log z−z+ 1
2 log(2π)+

N∑
r=1

crz
1−2r+O(|z|−1−2N ),

where cr are fixed coefficients and N ∈ N, for the purpose of observing that
whenever the pole at hand pertaining to the function f(1/2 + w) is either
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w = 1/2 − iajt or w = −1/2 − iajt for some fixed j ≤ k one may deduce
the bound

f(1/2 + w) ≪ tCe−Cjπt/4

in the corresponding contour cognate to the poles, with C being a positive
constant depending on the tuple a and

Cj =
∑
l≤k

|al − aj |.

Likewise, under the same circumstances the estimate

H(z, t) ≪ e−a2
j t−ξaπajt/4

holds on the same contour, whence the preceding discussion then yields

(2.9) f(1/2) = B1(t) −B2(t) +O
(
tC max

j
e−a2

j t−ξaπajt/4−Cjπt/4
)
.

It therefore remains to divide the above equation by π−k/4Pa(t), a con-
comitant requisite being the estimation of the inverse of such a product,
and this we achieve by means of a routine application of Stirling’s formula.
To this end, it might be worth considering

λa =
k∑
l=1

|al|,

and noting that Stirling’s formula then yields

Pa(t)−1 ≪ eπλat/4.

We then divide both sides of (2.9) by the product Pa(t) and combine it
with equation (2.7) to the end of obtaining

k∏
j=1

ζ(1/2 + iajt) =
∑

n∈N3

P−1/2
n I

(
Pn, t

)
+ E(t),

where in the above equation the corresponding error term E(t) satisfies

E(t) ≪ tC max
j≤k

e−a2
j t−ξaπajt/4+(λa−Cj)πt/4.

We find it appropriate to remark that in view of the condition (2.1), it
transpires that

E(t) ≪ e−Kt

for some constant K > 0. The preceding remark then in conjunction with
the above formula delivers the desired result. □

For the purpose of progressing in the proof, it seems pertinent by means
of a routine application of Stirling’s formula to decompose the integrand
involved in the expression for Im(Pn, t) into a main term and a secondary
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term. Before embarking ourselves in such an endeavour, it may be conve-
nient to recall (2.3) and define

(2.10) A(x, t) = Q1/2
a (t/2π)k/2/x,

and to remind the reader of the definition of Ak right above (2.1) and Ia

in (2.3).

Lemma 2.2. Let k ≥ 2 and a = (a1, . . . , ak) ∈ Ak. Then there exist
constants ci(u, v) ∈ C with i = 1, 2 for which for t > 1 then

k∏
j=1

ζ(1/2 + iajt) =
∑

n∈Nk

P−1/2
n W (n, t) +O(t−1),

where in the above equation the function W (n, t) is defined as

W (n, t) = La(n)itW1(Pn, t) + La(n)−itW2(Pn, t),

the alluded terms W1(x, t) and W2(x, t) for x ∈ R+ being

W1(x, t) = 1
2πi

∫ 1+i∞

1−i∞
A(x, t)zF1(z, t)

(
1 +

∑
u,v

c1(u, v)zut−v
)

dz
z
,

and

W2(x, t) = ψ(t)
2πi

∫ 1+i∞

1−i∞
A(x, t)zF2(z, t)

(
1 +

∑
u,v

c2(u, v)zut−v
)

dz
z
,

where the functions Fm(z, t) and ψ(t) are defined as

(2.11)
F1(z, t) = ez

2/t−iIaz2/4t, F2(z, t) = ez
2/t+iIaz2/4t,

ψ(t) = eξaπi/4−iga(t),

and ga(t) is defined by

(2.12) ga(t) =
k∑
j=1

ajt
(
log(|aj |t/2) − 1

)
.

Moreover, in the above sums the parameters (u, v) run over tuples satisfying
1 ≤ u ≤ 3v/2 and 1 ≤ v ≤ 2(k + 5) with the property that if u ≥ v + 1
then v ≥ 2.

Proof. We observe that in view of Lemma 2.1 it transpires that showing the
validity of the above asymptotic evaluation amounts to proving for x ∈ R+

that

(2.13) Im(x, t) −Wm(x, t) ≪ x−1t−1, m = 1, 2,
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since then the corresponding error term that arises when substituting
Im(Pn, t) by Wm(Pn, t) in (2.6) will be bounded above by

t−1 ∑
n∈N3

P−3/2
n ≪ t−1.

It may be worth analysing first I1(x, t). For such matters it seems conve-
nient to introduce the parameters β = z/2, αj = iajt/2 and γj = 1/4 + αj
for each j. We shall henceforth assume that Re(z) = 1 and confine our-
selves first to the analysis of the function G1(z, t) when |Im(z)| ≤ t1/2 log t.
A routinary application of Stirling’s formula (2.8) with the choice N =
⌈k/4 + 3/4⌉ delivers

log Γ(γj + β) − log Γ(γj)
= β log γj + (γj + β − 1/2) log

(
1 + β/γj

)
− β +

N∑
r=1

cr
(
(γj + β)1−2r − γ1−2r

j

)
+O(t−1−2N ).

The reader may notice that the use of the Taylor expansion of both
log(1 + w) and (1 + w)−1 reveals that the above equation equals

(2.14) log Γ(γj + β) − log Γ(γj)

= β log γj + β2

2γj
+
∑
(u,v)

c′′′
1 (u, v)βuγ−v

j +O(t−5/2−k/2),

wherein the above sum (u, v) runs over the tuples satisfying 1 ≤ u ≤ v + 1
and 1 ≤ v ≤ k + 5 with the property that if u = v + 1 then v ≥ 2, and
c′′′

1 (u, v) are fixed coefficients. The reader may observe that the rest of the
terms stemming from the application of the Taylor expansion thereof may
be absorbed into the error term therein.

It also seems pertinent to note that another application of the Taylor
expansions yields

γ−n
j = α−n

j + α−n
j

∞∑
m=1

k1,mα
−m
j and log γj = logαj +

∞∑
m=1

k2,mα
−m
j ,

wherein k1,m, k2,m ∈ R denote as is customary fixed coefficients. These
expressions in conjunction with the above equation and the definitions for β
and γj earlier described then enable one to express the right side of (2.14) as

z

2
(
log(|aj |t/2) + i sgn(aj)π/2

)
− i

z2

4taj
+
∑
u,v

c′′
1(u, v)zuα−v

j +O(t−5/2−k/2),
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where herein (u, v) runs over the collection of tuples earlier described and
c′′

1(u, v) denote fixed real coefficients. Therefore, by recalling (2.4) and sum-
ming over j we obtain

logG1(z, t)

= z

2 log
(

(t/2)k
k∏
j=1

|aj |
)

+ ziπξa/4 − i
Ia

4t z
2 +

∑
u,v

c′
1(u, v)zu(it)−v

+O(t−5/2−k/2),

whence raising the above equation to the power e, multiplying accordingly
and employing (2.11) in the real line Re(z) = 1 then yields

(2.15) (πk/2x)−zG1(z, t)H(z, t)z−1

= A(x, t)zF1(z, t)z−1
(

1 +
∑
u,v

c1(u, v)zut−v
)

+O
(
x−1t−5/2|z|−1e|Ia Im(z)|/2t−(Im(z))2/t

)
,

wherein the reader may find it useful to recall the definition (2.5) and where
(u, v) lies in the range described right after (2.12). We should note that both
c′

1(u, v) and c1(u, v) in the above equations denote fixed coefficients. By
integrating the above equation over the segment [1−it1/2 log t, 1+it1/2 log t],
it transpires that the contribution C1(x, t) stemming from the error term
will satisfy

(2.16) C1(x, t) ≪ x−1t−2.

In order to complete the desired approximation, it seems pertinent to
investigate the function G1(z, t) at hand whenever |Im(z)| > t1/2 log t. For
ease of notation we denote y = Im(z), and apply (2.8) on the range |y| >
t1/2 log t to obtain

log Γ(γj + β) − log Γ(γj) = (γj + β) log(γj + β) − γj log(γj)
− β − 1/2 log(1 + β/γj) +O(1),

whence taking real parts in the above expression yields

log|Γ(γj + β)| − log|Γ(γj)|

= −π

4 (ajt+ y) sgn(ajt+ y) + π

4 ajt · sgn(aj) +O
(
log(t+ |y|)

)
.

It might be worth noting that on recalling (2.4) it follows that

log|G1(z, t)| =
k∑
j=1

log|Γ(γj + β)| − log|Γ(γj)|,
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whence in the interest of deriving an estimate of an appropriate precision
it seems pertinent to show the inequality

(2.17) −
k∑
j=1

|ajt+ y| +
k∑
j=1

|ajt| + ξay ≤ 0.

The reader may observe that such a bound follows from the estimates

−
∑
aj>0

|ajt+ y| +
∑
aj>0

ajt+ y
∑
aj>0

1 ≤ 0,

−
∑
aj<0

|ajt+ y| −
∑
aj<0

ajt− y
∑
aj<0

1 ≤ 0,

which in turn are an immediate consequence of the triangle inequality.
Therefore, combining the previous bounds we find that

|G1(z, t)| ≪ (yt)Ce−πξay/4

for some constant C > 0. Such an estimate in conjunction with the defini-
tion (2.5) yields

(πk/2x)−zG1(z, t)H(z, t)z−1 ≪ x−1(yt)Ce−y2/t.

Likewise, by recalling (2.10) one may deduce under the same circumstances
that

A(x, t)zF1(z, t)z−1
(

1 +
∑
u,v

c1(u, v)zut−v
)

≪ x−1(yt)Ce|yIa|/(2t)−y2/t.

We integrate (2.15) over the lines Re(z) = 1 and |Im(z)| > t1/2 log t and
utilise (2.16) in conjunction with the above inequalities to obtain (2.13) for
the case m = 1, as desired.

In order to make progress in our endeavour we shall next examine the
term I2(x, t). We henceforth assume that Re(z) = 1 and investigate first the
instance when |Im(z)| ≤ t1/2 log t. A routine application of the formula (2.8)
with the choice N = ⌈k/4 + 3/4⌉ then yields

log Γ
(1

4 − αj + β

)
− log Γ

(1
4 + αj

)
=
(

−1
4 − αj + β

)
log
(1

4 − αj + β

)
−
(

−1
4 + αj

)
log
(1

4 + αj

)
+ 2αj − β

+
N∑
r=1

cr

((1
4 − αj + β

)1−2r
−
(1

4 + αj

)1−2r)
+O(t−1−2N ).
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Observe that then following a similar argument we obtain that the above
formula equals

(2.18) h(αj) + z log(−αj)/2 + i
z2

4ajt
+
∑
(u,v)

c′
2(u, v)βuα−v

j +O(t−5/2−k/2),

where as above (u, v) runs over the range earlier described for the discus-
sion pertaining to G1(x, t), the coefficients c′

2(u, v) are some fixed complex
numbers and the function h(α) is

(2.19) h(α) = −
(1

4 + α

)
log
(1

4 − α

)
−
(
α− 1

4

)
log
(1

4 + α

)
+ 2α.

It seems pertinent to observe first that by definition one has

log(−αj) = log(|aj |t/2) − i sgn(aj)π/2.

Consequently, it transpires that by recalling (2.4) and (2.10), summing the
formula (2.18) over j, taking exponentials and multiplying both sides of the
equation at hand by H(−z, t)z−1 then one obtains the approximation

(2.20) (πk/2x)−zG2(z, t)H(−z, t)z−1

= eϕ(t)A(x, t)zF2(z, t)z−1
(

1 +
∑
(u,v)

c2(u, v)zut−v
)

+O
(
x−1t−5/2|z|−1e|Iay|/2t−y2/t

)
,

wherein we wrote

ϕ(t) =
k∑
j=1

h(αj)

for the sake of concision, and where we remind the reader of the notation
y = Im(z) and the definition (2.5). By integrating the above equation over
[1 − it1/2 log t, 1 + it1/2 log t], it transpires that the contribution C2(x, t)
stemming from the error term will satisfy C2(x, t) ≪ x−1t−2.

Before making further progress it seems desirable to shew first the esti-
mate

(2.21) |ψ(t) − eϕ(t)| ≪ t−1.

To this end it may as well be worth noting that a customary application of
the Taylor expansion of log(1 + w) in (2.19) then yields

h(α) = −
(1

4 + α

)
log(−α) −

(
α− 1

4

)
logα+ 2α+

∑
v≥1

kvα
−v
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for real coefficients kv. Therefore, on substituting α by αj in the above
formula we get

h(αj) = i sgn(aj)π/4 − iajt
(
log(|aj |t/2) − 1

)
+O(t−1),

whence summing over j the above equation and taking exponentials deliv-
ers (2.21). One then may replace eϕ(t) by ψ(t) at the cost of summing an
error term O(x−1t−1).

It might be worth shifting our focus to the case |y| > t1/2 log t. We employ
as is customary Stirling’s formula (2.8) and subsequently take real parts to
obtain

log|Γ(1/4 − αj + β)| − log|Γ(1/4 + αj)|

= −π

4 |y − ajt| + π

4 |aj |t+O
(
log(t+ |y|)

)
.

One then establishes in an analogous manner by changing signs when re-
quired in the discussion concerning (2.17) the inequality

−
k∑
j=1

|y − ajt| + t
k∑
j=1

|aj | − ξay ≤ 0

to the end of deriving the bound

|G2(z, t)| ≪ (yt)Ceπξay/4,

wherein the above line C > 0 denotes a fixed constant. Therefore, the
previous estimate in conjunction with the definition (2.5) delivers

(πk/2x)−zG2(z, t)H(−z, t)z−1 ≪ x−1(yt)Ce−y2/t.

Likewise, an analogous argument reveals that

A(x, t)zez2/t+iIaz2/(4t)z−1
(

1 +
∑
(u,v)

c2(u, v)zut−v
)

≪ x−1(yt)Ce|yIa|/(2t)−y2/t.

We integrate (2.20) over the lines Re(z) = 1 with |y| > t1/2 log t and utilise
the bound cognate to C2(x, t) in conjunction with the above inequalities to
obtain (2.13) for the case m = 2, as desired. □

As a prelude to the examination of the diagonal and off-diagonal solutions
it seems desirable to prepare the ground by discussing certain approxima-
tions for the objects introduced in the previous analysis. To this end we
recall the reader of (2.10), denote henceforth ψ1(t) = 1 and ψ2(t) = ψ(t)
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and write

(2.22) Wm(x, t) = ψm(t)
(
Km(x, t)+

∑
(u,v)

cm(u, v)Km,u,v(x, t)
)
, m = 1, 2,

wherein

(2.23) Km,u,v(x, t) = 1
2πi

∫ 1+i∞

1−i∞
A(x, t)zFm(z, t)zu−1t−vdz,

and
Km(x, t) = Km,0,0(x, t),

where on the above line the range of summation taken was earlier described
right after (2.12). It may also seem worth introducing beforehand the pa-
rameters

(2.24) αa = 1
8 + I2

a

, Ca = αa
(
1 − αa(1 + I2

a/8)
)

= 7αa

8 ,

wherein the reader might find it useful to recall (2.3).

Lemma 2.3. Let (u, v) run over the tuples satisfying 1 ≤ u ≤ 3v/2 and
1 ≤ v ≤ 2(k + 5) with the property that if u ≥ v + 1 then v ≥ 2. It follows
that
(2.25) Km,u,v(x, t) ≪ tu/2−ve−Cat(logA(x,t))2/2, m = 1, 2
and
(2.26) Km(x, t) ≪ log t

whenever |logA(x, t)| ≪ t−1/2 log t. Likewise, one has

(2.27) Km(x, t) = H(x, t) +O
(
e−Cat(logA(x,t))2/2)

if |logA(x, t)| ≫ t−1/2, wherein the functionH(x, t) is defined asH(x, t) = 1
if A(x, t) > 1 and H(x, t) = 0 if A(x, t) < 1.

Proof. For the sake of concision we omit henceforth the dependence on x
and t in A(x, t) and just write A. We denote first for convenience y = Im(z),
recall the definition (2.11) and observe that when Re(z) = −αat(logA) one
has

AzFm(z, t)zu−1t−v ≪ t−v
(
|t logA|u−1 + yu−1)ef(y)−y2/2t,

where
f(y) = (−αa + α2

a)t(logA)2 + αa|y(logA)||Ia|/2 − y2/2t.
We find it pertinent to observe that the maximum value of the function
f(y) is −Cat(logA)2, the constant Ca > 0 defined above being positive,
whence
(2.28) AzFm(z, t)zu−1t−v ≪ t−v

(
|t logA|u−1 + yu−1)e−Cat(logA)2−y2/2t.
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It seems desirable to note first that by differentiating, if needed, one has

yde−y2/4t ≪ td/2 and |t logA|de−Cat(logA)2/2 ≪ td/2

for every d > 0. Consequently, integrating on both sides in (2.28) and
making use of the above bounds for the choice d = u− 1 it follows that∫ −αat(logA)+i∞

−αat(logA)−i∞
AzFm(z, t)zu−1t−vdz

≪ tu/2−v−1/2e−Cat(logA)2/2
∫ ∞

−∞
e−y2/4tdy,

whence a change of variables in the above integrals enables one to conclude
that the integral on the left side is O(tu/2−ve−Cat(logA)2/2). It is convenient
to observe as well that the integrand in the definition of Km,u,v(x, t) is an
entire function, whence we can move the line of integration to Re(z) =
−αat(logA) and use the above estimate to obtain (2.25). The analysis
pertaining to Km(x, t) shall be similar to the previous one. We observe first
that when Re(z) = 1 and |logA| ≪ t−1/2(log t) then

AzFm(z, t)z−1 ≪ Ae|Iay|/(2t)−y2/2t(1 + |y|
)−1 ≪ e|Iay|/(2t)−y2/2t(1 + |y|

)−1
,

whence utilising the above bound and integrating accordingly we deduce
the desired estimate (2.26). It also transpires that whenever the bound
|logA| ≫ t−1/2 holds then one has on the line Re(z) = −αa(logA)t the
estimate

AzFm(z, t)z−1 ≪ e−Cat(logA)2−y2/2t(|t logA| + |y|
)−1

.

Therefore, integrating on both sides of the above estimate over the line at
hand yields ∫ −αat(logA)+i∞

−αat(logA)−i∞
AzFm(z, t)z−1dz ≪ e−Cat(logA)2/2.

It is worth noting that whenever A > 1 then −αat(logA) < 0, whence
under such circumstances the function on the left side of the above equa-
tion has a single pole at z = 0 in the region between the lines Re(z) = 1
and Re(z) = −αat(logA) of residue 1. If, on the contrary A < 1 then the
aforementioned function does not possess a pole in such a region. Conse-
quently, the preceding discussion in conjunction with the above estimate
yields for |logA| ≫ t−1/2 the expression (2.27), which in turn completes
the proof. □

3. Diagonal contribution
In the present section we integrate the approximate functional equation

obtained in Lemma 2.2. We shall henceforth take a = (a,−b,−c), wherein
a, b, c ∈ R have the property a < c ≤ b, such tuples a satisfying the required
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inequalities (2.1). We then utilise the aforementioned lemma and integrate
over [0, T ] to obtain

(3.1) Ia,b,c(T ) = I1(T ) + I2(T ) +O(log T ),

where

Im(T ) =
∑

n∈N3

P−1/2
n

∫ T

0
La(n)(−1)m+1itWm

(
Pn, t

)
dt, m = 1, 2.

We make a distinction between the diagonal and the off-diagonal contribu-
tion and write

(3.2) I1(T ) = I1,1(T ) + I1,2(T ),

where

I1,1(T ) =
∑

na
1=nb

2n
c
3

(n1n2n3)−1/2
∫ T

0
La(n)itW1

(
Pn, t

)
dt

and

(3.3) I1,2(T ) =
∑

na
1 ̸=nb

2n
c
3

(n1n2n3)−1/2
∫ T

0
La(n)itW1

(
Pn, t

)
dt.

The following lemma will convey the asymptotic evaluation of I1,1(T ).

Lemma 3.1. With the above notation one has

I1,1(T ) = σa,b,cT +O
(
T 1/4+3a/2(a+c) log T + T 1/2(log T )2).

Proof. On recalling (2.22) and the bound Km,u,v(Pn, t) ≪ t−1/2 latent
in the conclusions of Lemma 2.3, where (u, v) lies in the range described
right after (2.12), we first note that the contribution to the integral arising
from the terms K1,u,v(Pn, t) in the decomposition cognate to W1(Pn, t) is
bounded above by

(3.4)
∑

na
1=nb

2n
c
3

(n1n2n3)−1/2
∫ T

0
t−1/2dt

≪
∑

(n2,n3)∈N2

n
−1/2−b/2a
2 n

−1/2−c/2a
3

∫ T

0
t−1/2dt ≪ T 1/2.

It may also seem pertinent to define for further convenience in the memoir
the parameters

(3.5) τn = 2π(n1n2n3)2/3Q−1/3
a .

It is then worth observing that employing this notation and making the
choice x = n1n2n3 in (2.10) one has A(x, t) = (t/τn)3/2, whence whenever
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|t− τn| < t1/2 log t it appears at first glance that

(3.6) 2
3 logA = (t− τn)/t+O

(
t−1(log t)2).

Then combining (2.22) and (3.4) one gets

I1,1(T ) =
∑

na
1=nb

2n
c
3

P−1/2
n

∫
|t−τn|≥t1/2(log t)

K1(Pn, t)dt

+
∑

na
1=nb

2n
c
3

P−1/2
n

∫
|t−τn|<t1/2(log t)

K1(Pn, t)dt+O(T 1/2),

wherein we omitted writing the endpoints 0 and T in the above integrals for
the sake of concision. The reader may note that an application of Lemma 2.3
in conjunction with the procedure employed to derive (3.4) enables one to
infer that the second summand on the above equation is O

(
T 1/2(log T )2).

Likewise, it may be worth observing that whenever |t − τn| ≥ t1/2(log t)
then |logA| ≫ t−1/2(log t), a subsequent application of Lemma 2.3 thus
delivering

I1,1(T ) =
∑

na
1=nb

2n
c
3

P−1/2
n

∫
|t−τn|≥t1/2(log t)

H(Pn, t)dt+O
(
T 1/2(log T )2),

whence the definitions of H(x, t) and τn then yield

I1,1(T ) =
∑

na
1=nb

2n
c
3

τn≤T

P−1/2
n (T − τn) +O

(
T 1/2(log T )2).

We rewrite the above equation as

I1,1(T ) = σa,b,cT −A1(T ) −A3(T ) +O
(
T 1/2(log T )2),

where we denote

A1(T ) =
∑
τn≤T

na
1=nb

2n
c
3

τnP
−1/2
n , A3(T ) = T

∑
τn>T

na
1=nb

2n
c
3

P−1/2
n ,

and where the constant σa,b,c is defined by means of

σa,b,c =
∑

na
1=nb

2n
c
3

P−1/2
n ,

the convergence of the preceding series having its reliance on the fact that
a < min(b, c). Before progressing in the proof we find it pertinent to note
that one may derive sharper estimates for A1(T ), A3(T ) that would have
refined the error term in the present lemma if one parametrizes the equation
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at hand when a, b, c ∈ N, such an improvement not having any impact in
the main theorem of the paper. By a straight substitution we note that

(3.7)

A1(T ) ≪
∑

na+b
2 na+c

3 ≪T 3a/2

n
(a+b)/6a
2 n

(a+c)/6a
3

≪ T 1/4+3a/2(a+c) ∑
na+b

2 ≪T 3a/2

n
−(a+b)/(a+c)
2

≪ T 1/4+3a/2(a+c) log T.

Likewise, it transpires that

A3(T ) ≪ T
∑

na+b
2 na+c

3 ≫T 3a/2

n
−1/2−b/2a
2 n

−1/2−c/2a
3 ≪ T 1/4+3a/2(a+c) log T,(3.8)

as desired. □

4. Off-diagonal contribution
We now focus our attention on the term I1,2(T ). We find it appropriate

to consider

(4.1) J1,u,v(T ) =
∑

n∈N3

na
1 ̸=nb

2n
c
3

P−1/2
n

∫ T

0
La(n)itK1,u,v

(
Pn, t

)
dt,

where we remind the reader thatKm,u,v(Pn, t) was defined right after (2.22).
It may be worth introducing the analogous sum

(4.2) J1,2(T ) =
∑

n∈N3

na
1 ̸=nb

2n
c
3

P−1/2
n

∫ T

0
La(n)itK1(Pn, t)dt

and observe that equipped with this notation and (2.22) we may write

I1,2(T ) = J1,2(T ) +
∑
(u,v)

c1(u, v)J1,u,v(T ),

where (u, v) runs over the range described right after (2.12).

Lemma 4.1. For (u, v) in the range described right after (2.12) one has

J1,u,v(T ) ≪ T 3/4(log T )3.

Proof. We observe that an application of Lemma 2.3 in conjunction
with (3.6) then yields

J1,u,v(T ) ≪
∑
τn≪T

P−1/2
n

∫ T

0
t−1/2e−Cat(logA)2/2dt+O(T−2),
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wherein we utilised the fact that the exponential decay stemming from the
aforementioned lemma permits one to confine our analysis to the instances
τn ≪ T. By decomposing the above integral into pieces we derive

J1,u,v(T ) ≪
∑
τn≪T

P−1/2
n

∫
|logA|≤t−1/2(log t)

t−1/2e−Cat(logA)2/2dt+
∑
τn≪T

P−1/2
n ,

wherein we omitted writing the endpoints 0 and T . It therefore transpires
by alluding to (3.6) that then

J1,u,v(T ) ≪
∑
τn≪T

P−1/2
n

∫
|t−τn|≪t1/2 log t

t−1/2dt+
∑
τn≪T

P−1/2
n

≪ log T
∑
τn≪T

P−1/2
n .

The reader may also observe that

(4.3)
∑

Pn≪T 3/2

P−1/2
n ≪ T 3/4(log T )2,

whence combining the preceding estimates yields the desired result. □

In order to make progress in the proof it seems pertinent to shift our
focus to the corresponding analysis of J1,2(T ), both a dyadic argument and
a distinction between the contributions stemming from the set of t that are
close to τn and the one comprising t which are far apart being required.
For such purposes we consider for Q ≤ T the sets

Sn =
{
t ∈ [Q/2, Q] : |t− τn| ≤ Q1/2 logQ

}
,(4.4)

S̃n =
{
t ∈ [Q/2, Q] : |t− τn| > Q1/2 logQ

}
.(4.5)

We also find it worth writing∑
na

1 ̸=nb
2n

c
3

P−1/2
n

∫ Q

Q/2
La(n)itK1(Pn, t)dt = B(Q) + B̃(Q),

where in the preceding line the summands involved are defined by means
of the formulas

(4.6) B(Q) =
∑

na
1 ̸=nb

2n
c
3

P−1/2
n ISn(Q), B̃(Q) =

∑
na

1 ̸=nb
2n

c
3

P−1/2
n IS̃n

(Q)

with the term IS(Q) being

(4.7) IS(Q) =
∫

S
La(n)itK1(Pn, t)dt, S = Sn, S̃n.
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It seems worth recording for future use and upon recalling (4.2) that then

(4.8) J1,2(T ) =

⌊
log T
log 2

⌋∑
j=0

(
B(2−jT ) + B̃(2−jT )

)
+O

(
T 3/4(log T )2),

wherein we employed (4.3). We shall focus our attention first on the term
B(Q). As was discussed above, we find it worth warning the reader that an
application of the trivial bound ISn(Q) = O

(
Q1/2(logQ)2) shall not be of

the sufficient strength required.

Lemma 4.2. With the above notation, one has for Q ≤ T the bound
B(Q) ≪ Q3/4(logQ)4.

Proof. We begin by observing in view of (4.4) that it suffices to consider
the contribution to B(Q) of tuples with the property that Sn ̸= ∅, such a
condition further entailing
(4.9) τn ≍ Q.

We continue then by furnishing ourselves with some notation. We consider
for n2 = (n2, n3) the parameter

(4.10) N1 = [nb/a2 n
c/a
3 ].

We find it worth writing for each triple n = (n1,n2) the first entry by
means of n1 = N1 + r for some r ∈ Z. We shall henceforth write Sn2,r

and τn2,r to denote Sn and τn respectively. It may also seem pertinent to
introduce the functions
(4.11) G1(t, y) = e(logA)+1/t+Iay/2t−y2/t(1 + iy)−1

and
Fn2,r(t, y) = y(logA) + 2y/t− Ia/4t+ Iay

2/4t+ t log
(
La(n)

)
.

We note first for further use that whenever t ∈ Sn then |logA| ≪ t−1/2(log t),
whence
(4.12) G1(t, y) ≪ (1 + |y|)−1.

In view of the above equations, we note that for fixed y and n the zeros
of the function

d
dt
(
G1(t, y)F ′

n2,r(t, y)−1)
are also zeros of a function

P
(
t, y, logA, log(La(n))

)
,

wherein P1(z1, z2, z3, z4) is a polynomial of degree smaller than C for some
universal constant C > 0. It therefore transpires that when thinking of
y and n as being fixed then subsequent applications of Rolle’s theorem



746 Javier Pliego

enables one to partition the set of integration into a bounded number of
intervals (not depending on y) in which G1(t, y)F ′

n2,r(t, y)−1 is monotonic.
By recalling (4.7) and in view of the decay exhibited byG1(t, y) with respect
to y in (4.11), one has that

ISn(Q) =
∫

Sn

∫ Q1/2 logQ

−Q1/2 logQ
G1(t, y)eiFn2,r(t,y)dydt+O(Q−2).

We may suppose that Sn ̸= ∅, since if not no further work would be
required. It might be convenient to observe first that whenever y and t lie
in the set of integration at hand then it follows that

(4.13) F ′
n2,r(t, y)

= 3
2y/t+ log

(
nb2n

c
3/(N1 + r)a

)
+O

(
t−1(log t)2)

= 3
2y/t+ log

(
nb2n

c
3/N

a
1
)

− a log(1 + r/N1) +O
(
t−1(log t)2).

We further write, for convenience,

Hn2(t, y) = F ′
n2,r(t, y) + a log(1 + r/N1),

a careful examination of which revealing that it does not depend on r.
The reader may find it useful to recall the definition of Sn2,r and τn2,r

right after (4.10) and observe that for fixed n2, given r1, r2 ∈ Z satisfying
|r1|, |r2| ≤ N1/2 and t1 ∈ Sn2,r1 and t2 ∈ Sn2,r2 then it transpires that

|Hn2(t1, y) −Hn2(t2, y)| ≪ Q−1/2 logQ,

the above implicit constant not depending on r1, r2, and in turn implies
that the cardinality of the set R1 comprising integers |r| ≤ N1/2 with the
property that |F ′

n2,r(t, y)| ≤ N−1
1 for some t ∈ Sn2,r satisfies the bound

|R1| ≪ N1Q
−1/2(logQ) + 1.

For these cases and upon recalling (4.9), an application of the trivial bound
Q1/2(logQ)2, it in turn stemming, inter alia, from the bound (4.12), to the
integral at hand already suffices to bound the contribution arising from the
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aforementioned set by∑
na+b

2 na+c
3 ≪Q3a/2

r∈R1

n
−1/2
2 n

−1/2
3 N

−1/2
1 ISn(Q)

≪ (logQ)3 ∑
na+b

2 na+c
3 ≪Q3a/2

n
−1/2
2 n

−1/2
3 N

1/2
1

+Q1/2(logQ)2 ∑
na+b

2 na+c
3 ≪Q3a/2

n
−1/2
2 n

−1/2
3 N

−1/2
1

≪ Q3/4(logQ)3 ∑
n3≪Q3a/(2(a+c))

n−1
3 ≪ Q3/4(logQ)4.

Moreover, on denoting R2 to the set of numbers r satisfying |F ′
n2,r(t, y)| >

N−1
1 for each t ∈ Sn2,r one further has∑

r∈R2

|F ′
n2,r(t, y)|−1 ≪ N1

∑
|r|≤N1/2

1
r

≪ N1 logQ

for fixed t. Therefore, the preceding discussion in conjunction with Titch-
marsh [12, Lemma 4.3] and equations (4.12) and the subsequent analysis
delivers ∑

na+b
2 na+c

3 ≪Q3a/2

r∈R2

n
−1/2
2 n

−1/2
3 N

−1/2
1 ISn(Q) ≪ Q3/4(logQ)3.

We also remark that for integers with the property that |r| > N1/2 one
then further has |log(La(n))| ≫ 1, an immediate consequence of which
being when applied in conjunction with the observation that the rest of
the summands in (4.13) are O(Q−1/2 logQ) that then |F ′

n2,r(t, y)| ≫ 1.
Therefore, combining the previous discussion with another application of
Titchmarsh [12, Lemma 4.3] and the analysis following (4.12) we derive
that such a contribution would then be O(Q3/4(logQ)3). □

We next shift our focus to the analysis of the term B̃(Q), it being con-
venient for such purposes recalling (3.3), (4.6) and (4.10) and introducing
for pairs (n2, n3) ∈ N2 the function
(4.14) L(n2, n3) = log(nb2nc3/Na

1 ).

Lemma 4.3. One has that

I1,2(T ) =
∑
τn≤T
n1=N1

P
−1/2
n

L(n2, n3)
(
e
(
TL(n2, n3)

)
− e

(
τnL(n2, n3)

))

+O
(
T 3/4(log T )3).
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Proof. We start by observing in view of (4.5), (4.7) and Lemma 2.3 that
then

IS̃n
(Q) =

∫
S̃n∩[τn,Q]

La(n)itdt+O(Q−2).

Then upon recalling (4.10) we write n1 = N1 + r for r ̸= 0 and note that
whenever 1 ≤ |r| ≤ N1/2 then

∣∣log(La(n))
∣∣−1 ≍ Na

1
|(N1 + r)a − nb2n

c
3|

≍ N1
|r|
.

It may be appropriate to denote B̃1(Q) the contribution to B̃(Q) stemming
from tuples satisfying |n1 −N1| ≥ 1, and thus write

B̃(Q) = B̃1(Q) + B̃2(Q),

wherein B̃2(Q) denotes the corresponding contribution arising from the
instance n1 = N1. Summing over 1 ≤ |r| ≤ N1/2 and combining the above
equations and the procedure in the preceding lemma delivers

B̃1(Q) ≪
∑

na+b
2 na+c

3 ≪Q3a/2

1≤|r|≤N1/2

n
−1/2
2 n

−1/2
3 N

−1/2
1 IS̃n

(Q) ≪ Q3/4(logQ)2.

Likewise, it may be worth noting that whenever |r| > N1/2 then
|log

(
La(n)

)
|−1 ≪ 1, the contribution stemming from triples satisfying such

a property being O(Q3/4(logQ)2) in view of (4.3). The preceding discussion
then yields the formula

B̃(Q) =
∑
τn≤Q
n1=N1

P−1/2
n

∫
S̃n∩[τn,Q]

La(n)itdt+O
(
Q3/4(logQ)2),

whence recalling (4.8) and Lemma 4.2 and summing over dyadic intervals
enables one to derive

J1,2(T ) =
∑
τn≤T
n1=N1

P−1/2
n

(∫ T

τn

La(n)itdt−
∫

C
La(n)itdt

)
+O

(
T 3/4(log T )3),

wherein C is a set satisfying |C| ≪ T 1/2(log T ). We see from the defini-
tion (4.10) and the fact that a < min(b, c) that then∑

τn≤T
n1=N1

P−1/2
n ≪

∑
na+b

2 na+c
3 ≪T 3a/2

n
−1/2−b/2a
2 n

−1/2−c/2a
3 ≪ 1,
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such an observation when combined with the preceding equation thus de-
livering

J1,2(T ) =
∑
τn≤T
n1=N1

P−1/2
n

∫ T

τn

La(n)itdt+O
(
T 3/4(log T )3),

as desired. The result then follows upon recalling (4.14) by computing the
above integral accordingly and applying Lemma 4.1. □

Further progress in the course of the argumentation hinges on a reap-
praisal of some of the terms stemming in the analysis deployed in [9], it
being required to such an end to introduce first some notation. We re-
call (1.2), (1.3) and (1.4) and introduce

T1 = T/2π.

It also seems worth considering for pairs n2 = (n2, n3) ∈ N2 the function

g(n2) = max(ac−1n
2−c/a
3 n

−b/a
2 , ab−1n

2−b/a
2 n

−c/a
3 ).

The upcoming technical lemma shall be required to achieve the aforemen-
tioned endeavour.

Lemma 4.4. Let Qi, Pi : N2 → R for i = 1, 2 be real valued functions
having the property for n2 ∈ N2 that

|χ1(n2) − χ2(n2)| ≪ ∥nb/a2 n
c/a
3 ∥, χi = Pi, Qi, i = 1, 2,

and such that Pi(n2) ≍ n
b/a
2 n

c/a
3 for i = 1, 2. Likewise, let Ri : N2 → R

for i = 1, 2 be another pair of functions satisfying Ri(n2) ≍ ∥nb/a2 n
c/a
3 ∥ for

i = 1, 2 and

R1(n2) −R2(n2) ≪ ∥nb/a2 n
c/a
3 ∥2.

Moreover, let

A ⊂
{

(n2, n3) ∈ N2 : n
b/a
2 n

c/a
3 ≤ aT1

}
.

Then, upon defining the weighted exponential sum

Si(n2) =
∑

n2∈A
n

−1/2
2 n

−1/2
3 Pi(n2)1/2 e

(
Qi(n2)

)
Ri(n2) i = 1, 2,

one has that
S1(n2) − S2(n2) ≪ T 1/2+a/2c log T.
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Proof. The proof has its reliance on the application of both the above esti-
mates for the corresponding differences in conjunction with the mean value
theorem and the bound

(4.15)
∑

n
b/a
2 n

c/a
3 ≤aT1

n
(b−a)/2a
2 n

(c−a)/2a
3

≪ T (b+a)/2b ∑
n

c/a
3 ≤aT1

n
−(b+c)/2b
3 ≪ T (a+c)/2c log T.

More precisely,

S1(n2) −
∑

n2∈A
n

−1/2
2 n

−1/2
3 P1(n2)1/2 e

(
Q2(n2)

)
R1(n2)

≪
∑

n
b/a
2 n

c/a
3 ≤aT1

n
−1/2
2 n

−1/2
3

P1(n2)1/2∥nb/a2 n
c/a
3 ∥

R1(n2)

≪
∑

n
b/a
2 n

c/a
3 ≤aT1

n
b/2a−1/2
2 n

c/2a−1/2
3 ,

the aforementioned use of the mean value theorem being the genesis of the
first step and the application of (4.15) combined with the assumptions on
the sizes of the corresponding functions permitting one to deduce that the
above sum is O(T 1/2+a/2c log T ). Similarly,∑

n2∈A
n

−1/2
2 n

−1/2
3 P1(n2)1/2e

(
Q2(n2)

)( 1
R1(n2) − 1

R2(n2)

)
≪

∑
n

b/a
2 n

c/a
3 ≤aT1

n
b/2a−1/2
2 n

c/2a−1/2
3 ≪ T 1/2+a/2c log T,

wherein we employed (4.15). The same principle permits one to derive the
estimate ∑

n2∈A
n

−1/2
2 n

−1/2
3

e
(
Q2(n2)

)
R2(n2)

(
P1(n2)1/2 − P2(n2)1/2

)
≪ 1,

whence a combination of the preceding bounds enables one to deduce the
desired conclusion. □

Equipped with the preceding result we have reached a position from
which to prove the following proposition, it being pertinent to recall first
(4.10) and introduce the functions

G(n2) = ⌈g(n2)⌉∥nb/a2 n
c/a
3 ∥, H(n2) =

[
aT1

n
b/a
2 n

c/a
3

]
,
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and the set

(4.16) Z1 =
{

(n2, n3) ∈ N2 : n2 ≤
√
bT1, n3 ≤

√
cT1, n

b/a
2 n

c/a
3 ≤ aT1

}
.

Proposition 4.1. With the above notation one has that

M1(T ) + J2,2(T ) = 1
i

∑
n2∈Z1
n1=N1

P
−1/2
n

L(n2)
(
e
(
T1L(n2)

)
− e

(
G(n2)

))

+O(T 1/2+a/2c log T ).

Proof. We shall start our endeavour by examining first M1(T ) and noting
that then the underlying restrictions on the variables can be rephrased as

g(n2) ≤ n1 ≤ min
(
aT1/(nb/a2 n

c/a
3 ), nb/a2 n

c/a
3
)
.

Consequently, by observing when summing over n1 that one is dealing with
the terms of a geometric progression it then transpires that

(4.17) M1(T )

= 2π
a

∑
[nb/a

2 n
c/a
3 ]≤

√
aT1

n
b/2a−1
2 n

c/2a−1/2
3

e
(
N1n

b/a
2 n

c/a
3
)

− e
(
G(n2)

)
e
(
n
b/a
2 n

c/a
3
)

− 1

+O(T 1/2+a/2c log T )

+ 2π
a

∑
[nb/a

2 n
c/a
3 ]>

√
aT1

n
b/2a−1/2
2 n

c/2a−1/2
3

e
(
H(n2)nb/a2 n

c/a
3
)

− e
(
G(n2)

)
e
(
n
b/a
2 n

c/a
3
)

− 1
,

wherein we omitted as we shall do henceforth writing (n2, n3) ∈ Z1, the
error term therein stemming from an application of the mean value theo-
rem in conjunction with the bound (4.15) when choosing the endpoint of
the interval of summation cognate to n1. Likewise, computing the integral
accordingly in (1.4) delivers

(4.18) J2,2(T )

= −i
∑

[nb/a
2 n

c/a
3 ]≤

√
aT1

n1=N1

P
−1/2
n

L(n2)
(
e
(
T1L(n2)

)
− e

(
N2

1L(n2)
))

+O(1),

wherein the preceding sum it is apparent that N1 = max(N1,n2) when
either n2 or n3 are sufficiently large.

It then seems worth observing when N1 ≫
√
T1 that

aT1 log(nb/a2 n
c/a
3 /N1) = H(n2)∥nb/a2 n

c/a
3 ∥ +O(∥nb/a2 n

c/a
3 ∥),
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the main term in the last expression in turn satisfying

(4.19) H(n2)∥nb/a2 n
c/a
3 ∥ ≡ H(n2)nb/a2 n

c/a
3 (mod 1).

We further anticipate that it is apparent by using the Taylor expansion
that

N
−1/2
1

L(n2) = N
1/2
1

a∥nb/a2 n
c/a
3 ∥

(
1 +O

(
∥nb/a2 n

c/a
3 ∥N−1

1
))

and
e
(
n
b/a
2 n

c/a
3
)

− 1 = 2πi∥nb/a2 n
c/a
3 ∥ +O

(
∥nb/a2 n

c/a
3 ∥2).

The preceding discussion enables one to apply Lemma 4.4 and derive

(4.20) 2π
a

∑
[nb/a

2 n
c/a
3 ]>

√
aT1

n
b/2a−1/2
2 n

c/2a−1/2
3

e
(
H(n2)nb/a2 n

c/a
3
)

e
(
n
b/a
2 n

c/a
3
)

− 1

= −i
∑

[nb/a
2 n

c/a
3 ]>

√
aT1

n1=N1

P
−1/2
n

L(n2)e
(
T1L(n2)

)
+O(T 1/2+a/2c log T ).

Likewise, we observe that

N2
1L(n2) = N1∥nb/a2 n

c/a
3 ∥ +O

(
∥nb/a2 n

c/a
3 ∥2),

whence such a remark and an analogous congruence to that in (4.19) in
conjunction with previous considerations constitute the conditions required
for the application of Lemma 4.4, it then entailing

(4.21) 2π
a

∑
[nb/a

2 n
c/a
3 ]≤

√
aT1

n
b/2a−1
2 n

c/2a−1/2
3

e
(
N1n

b/a
2 n

c/a
3
)

e
(
n
b/a
2 n

c/a
3
)

− 1

+ i
∑

[nb/a
2 n

c/a
3 ]≤

√
aT1

n1=N1

P
−1/2
n

L(n2)e
(
N2

1L(n2)
)

≪ T 1/2+a/2c log T.

The lemma then follows by adding equations (4.17) and (4.18) and employ-
ing both (4.20) and (4.21). □

We have then reached a point from which to present a fundamental
proposition in the memoir, it being required beforehand to recall equa-
tions (4.2), (1.3), (1.4) and (4.16) to the reader and introduce the set

Z2 =
{

(n2, n3) ∈ N3 : n2n3[nb/a2 n
c/a
3 ] ≤ (T/2π)3/2√

abc
}

and S1 = Z1 \ Z2 and S2 = Z2 \ Z1.
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Proposition 4.2. Whenever a < c ≤ b one has

M1(T ) + J2,2(T ) − I1,2(T )

≪ T
1/4+ 3a

2(a+c) log T + T 5/4−c/4a + T 1/2+a/2c log T + T 3/4(log T )3.

Proof. We employ Lemma 4.3 and Proposition 4.1 for the purpose of ob-
taining

M1(T ) + J2,2(T ) − I1,2(T )

= Z1(T ) − Z2(T ) + Z3(T ) + Z4(T ) +O
(
T 3/4(log T )3),

wherein

Zm(T ) = 1
ai

∑
n2∈Sm

P
−1/2
n

L(n2)
(
e
(
T1L(n2)

)
− 1

)
, m = 1, 2,

Z3(T ) = 1
ai

∑
n2∈Z1

P
−1/2
n

L(n2)
(
1 − e

(
G(n2)

))
and

Z4(T ) =
∑

n2∈Z2

P
−1/2
n

L(n2)
(
e
(
τnL(n2)

)
− 1

)
.

The treatment of the above terms shall have its reliance on the application
of the mean value theorem. We thus begin such an endeavour by obtaining

Z1(T ) ≪ T
∑

nb+a
2 nc+a

3 ≫T 3a/2

n
−1/2−b/2a
2 n

−1/2−c/2a
3 ≪ T

1/4+ 3a
2(a+c) log T,

wherein we employed (3.7). An analogous argument enables one to derive
the estimate

Z2(T ) ≪ T
∑

n
b/a
2 n

c/a
3 ≫T

n
−1/2−b/2a
2 n

−1/2−c/2a
3

+ T
∑

n3≫
√
T

n
−1/2−c/2a
3 + T

∑
n2≫

√
T

n
−1/2−b/2a
2

≪ T 1/2+a/2c log T + T 5/4−c/4a.

Likewise, the same principle permits one to conclude that

Z3(T ) ≪
∑

n3≤
√
cT1

n
−1/2−b/2a
2 n

3/2−c/2a
3 ≪ T 5/4−c/4a.
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Similarly, by (3.8) we get

Z4(T ) ≪
∑

nb+a
2 nc+a

3 ≪T 3a/2

n
1/6+b/6a
2 n

1/6+c/6a
3 ≪ T

1/4+ 3a
2(c+a) log T,

as desired. □

5. Residual terms arising from the twisted integral analysis
The investigations that will be presented herein analysing I2(T ) ulti-

mately deliver bounds from residual terms in the spirit of both Lemmata 4.1
and 4.2. We find it appropriate to recall (2.11), (2.23), (2.24) and consider,
as was done in (4.1), the sum

J2,u,v(T ) =
∑

n∈N3

P−1/2
n

∫ T

0
ψ(t)La(n)−itK2,u,v

(
Pn, t

)
dt.

It may be worth introducing the analogous sum

(5.1) J2,1(T ) =
∑

n∈N3

P−1/2
n

∫ T

0
ψ(t)La(n)−itK2(Pn, t)dt

and observe that equipped with this notation we may write I2(T ) by making
use of (2.22) in a rather concise manner, say

(5.2) I2(T ) = J2,1(T ) +
∑
(u,v)

c2(u, v)J2,u,v(T ),

wherein (u, v) lies in the range described right after (2.12).

Lemma 5.1. With the above notation, one has

J2,u,v(T ) ≪ T 3/4(log T )3.

Proof. We observe as in Lemma 4.1 that an application of Lemma 2.3 in
conjunction with (3.6) then yields

J2,u,v(T ) ≪
∑
τn≪T

P−1/2
n

∫ T

0
t−1/2e−Cat(logA)2/2dt+O(T−2),

whence the same argument as therein yields the desired result. □

In order to make progress in the proof, it seems pertinent to shift our
focus to the contribution to I2(T ) stemming from the term J2,1(T ). We find
it worth anticipating that a dyadic argument shall be required henceforth.
To this end and for Q ≤ T we write

(5.3)
∑

n∈N3

P−1/2
n

∫ Q

Q/2
ψ(t)La(n)−itK2(Pn, t)dt = Bψ(Q) + B̃ψ(Q),
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with the above terms on the right side defined by means of
(5.4) Bψ(Q) =

∑
n∈N3

P−1/2
n IψSn

(Q), B̃ψ(Q) =
∑

n∈N3

P−1/2
n IψS̃n

(Q)

wherein upon recalling (4.4) and (4.5) then

IψS (Q) =
∫

S
ψ(t)La(n)−itK2(Pn, t)dt, S = Sn, S̃n.

Before providing an explicit bound for the sum Bψ(Q) it seems worth pre-
senting first a technical lemma that shall be used on several occasions in
subsequent analysis. To this end, we recall the definition (2.12) and intro-
duce the function
(5.5) Gn(t) = −t logLa(n) − ga(t).

Lemma 5.2. Assume that a < c < 2a and c < b. Let Q ≤ T , let (γn)n be
any sequence of real numbers such that γn ∈ Sn. Suppose that (Hn(t))n is
a collection of functions for which
(5.6) Hn(t) = G′

n(t) +O(t−1/2 log t)
for t ∈ [Q/2, Q], the above implicit constant not depending on n. Then one
has that∑
τn≪Q

P−1/2
n min(|Hn(γn)|−1, Q1/2) ≪ Q3/4(logQ)3 +Q−1/2+(2a−c)/2(b−c).

Proof. We shall denote henceforth for convenience by W (Q) to the left side
of the above equation. The reader may find it useful to note that then

(5.7) G′
n(t) = a logn1−b logn2−c logn3+(b+c−a) log t+log

(
bbcc

aa2b+c−a
)
.

The evaluation of the above function at the point τn shall play a not in-
significant role in the course of the investigation cognate to this lemma. We
thus recall (3.5) and compute such an evaluation beforehand, say

(5.8) 3G′
n(τn) = (2b+ 2c+ a) logn1 + (2c− b− 2a) logn2

+ (2b− c− 2a) logn3 + logKa,

wherein logKa is a constant only depending on a. We note upon recall-
ing (5.6) and (5.7) in conjunction with the fact that γn ∈ Sn that

(5.9) Hn(γn) = G′
n(τn) +O(Q−1/2 logQ),

the above implicit constant being independent of n. It also may be worth
observing that in view of the assumptions on a, b, c earlier made in the
statement of the lemma then 2c < b + 2a. We thus introduce, for fixed
(n1, n3), the parameter

(5.10) N2 =
(
Kan

2b+2c+a
1 n2b−c−2a

3
)1/(b+2a−2c)

.
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It has also been thought appropriate to define, for each triple (n1, n2, n3)
with n1 = (n1, n3) the number r = n2 −N2, which may not be an integer,
and write for ease of notation Hn1,r(t), Gn1,r(t), γn1,r and τn1,r to denote
Hn(t), Gn(t), γn and τn respectively. By recalling (5.8) it then transpires
that

3G′
n1,r(τn1,r) = (2b+ 2c+ a) logn1 + (2c− b− 2a) log(N2 + r)

+ (2b− c− 2a) logn3 + logKa,

whence utilising the fact that (5.8) vanishes when substituting n2 = N2
and combining it with (5.9) one may deduce

Hn1,r(tn1,r) = 2c− b− 2a
3 log(1 + r/N2) +O(Q−1/2 logQ).

We denote as is customary by G1 to the set of integers |r| ≤ N2/2 having
the property that |Hn1,r(γn1,r)| ≤ N−1

2 . In view of the uniformity in the
above error term with respect to r, as was assumed in the statement of the
lemma, it then transpires that

|G1| ≪ N2Q
−1/2 logQ+ 1,

the contribution to W (Q) stemming from the corresponding tuples being
bounded above by∑

n1N2n3≪Q3/2

∑
r∈G1

n
−1/2
1 N

−1/2
2 n

−1/2
3 min

(
|Hn1,r(γn1,r)|−1, Q1/2)

≪ W1(Q) +W2(Q),
wherein

W1(Q) = (logQ)
∑

n1N2n3≪Q3/2

n
−1/2
1 N

1/2
2 n

−1/2
3

and
W2(Q) = Q1/2 ∑

n1N2n3≪Q3/2

n
−1/2
1 N

−1/2
2 n

−1/2
3 .

As a prelude to our analysis we note that the tuples involved in the above
sums satisfy

(5.11) n
1/2
1 N

1/2
2 n

1/2
3 ≪ Q3/4.

We utilise such an estimate to obtain
(5.12) W1(Q) ≪ Q3/4(logQ)

∑
n1N2n3≪Q3/2

n−1
1 n−1

3 ≪ Q3/4(logQ)3.

In order to bound W2(Q) we define first, for convenience, the exponents

α1 = 3b+ 3a
b+ 2a− 2c , α3 = 3b− 3c

b+ 2a− 2c ,
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we remind the reader of (5.10) and observe that in view of the assumptions
in the coefficient then α1 > α3, and hence

W2(Q) ≪ Q1/2 ∑
n

α1
1 n

α3
3 ≪Q3/2

n−α1
1 n−α3

3 ≪ Q−1/2+(2a−c)/2(b−c).

It thus remains to analyse the contribution of the set G2 comprising
integers |r| ≤ N2/2 having the property that |Hn1,r(γn1,r)|> N−1

2 . Under
such circumstances, it transpires that∑
n1N2n3≪Q3/2

∑
r∈G2

n
−1/2
1 N

−1/2
2 n

−1/2
3 min

(
|Hn1,r(γn1,r)|−1, Q1/2) ≪ W1(Q),

whence the application of (5.12) then completes the proof. □

We are now equipped to expeditiously analyse Bψ(Q) defined in (5.4).

Lemma 5.3. Assume that a < c < 2a and c < b. Then whenever Q ≤ T
one has that

Bψ(Q) ≪ Q3/4(logQ)4 +Q−1/2+(2a−c)/2(b−c) logQ.

Proof. We find it convenient to prepare the ground for our analysis by
writing

G3(t, y) = e(logA)+1/t−Iay/2t−y2/t(1 + iy)−1,

it being convenient to note for further purposes that such a function satisfies

(5.13) G3(t, y) ≪ (1 + |y|)−1.

We also introduce for n the corresponding phase function

(5.14) F1,n(t, y) = y(logA) + 2y/t+ Ia/4t− Iay
2/4t+Gn(t),

wherein Gn(t) was defined in (5.5). In view of the decay exhibited by the
function G3(t, y) in conjunction with (2.23) and (5.4) it then transpires
that

IψSn
(Q) =

∫
Sn

∫ Q1/2 logQ

−Q1/2 logQ
G3(t, y)eiF1,n(t,y)dydt+O(Q−2).

We focus on tuples satisfying Sn ̸= ø, and hence τn ≪ Q, since other-
wise IψSn

(Q) = 0. It seems worth noting for prompt use that an analogous
argument to that utilised in Lemma 4.2 enables one to assure that the de-
rivative of G3(t, y)/F ′

1,n(t, y) with respect to t vanishes in at most O(1)
points. We also find it desirable to recall (3.6) to the end of noting that
whenever t ∈ Sn, as is the case herein, one has that |logA| ≪ Q−1/2 logQ.
It then seems worth recalling (5.14) and observing that if |y| ≤ Q1/2(logQ)
one has

F ′
1,n(t, y) = G′

n(t) +O
(
t−1/2(log t)

)
,
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the corresponding implicit constant not depending on n. The reader may
notice that we have merely prepared the ground for an application of
Lemma 5.2, it being convenient to denote by sn to the real number s ∈ Sn

having the property that |F ′
1,n(s)| is minimum in Sn, the existence of such

a number being assured by the compactness of the set Sn. Therefore, com-
bining [12, Lemmata 4.3, 4.5] with (5.13) and Lemma 5.2 for the choice
Hn(t) = F ′

1,n(t) one may deduce that

Bψ(Q) ≪ (logQ)
∑
τn≪Q

P−1/2
n min(|Hn(sn)|−1, Q1/2)

≪ Q3/4(logQ)4 +Q−1/2+(2a−c)/2(b−c) logQ. □

6. An application of the stationary phase method

The remainder of the discussion shall be devoted to the analysis of B̃ψ(Q)
defined in (5.4), an application of the stationary phase method being re-
quired in due course. For such purposes we first apply Lemma 2.3 to obtain

IψS̃n
(Q) = eiπξa/4

∫
S̃n∩[τn,Q]

eiGn(t)dt+O(Q−2),

wherein Gn(t) was defined in (5.5) and τn ≤ Q. It thus seems worth recall-
ing (5.7) and recording for further use that when writing

(6.1) cn =
(
nb2n

c
3

na1

)1/(b+c−a)
ηa, with ηa = 2

(
aa

bbcc

)1/(b+c−a)
, κ = ηa/2π,

one then has G′
n(cn) = 0. We also find it desirable to note upon recall-

ing (2.2) that ξa = −1 in this context and

Gn(cn) = −(b+ c− a)cn.

We shall provide an asymptotic evaluation of the term B̃ψ(Q), but before
embarking in such an endeavour it seems desirable to denote

Qn = max(Q/2, τn),

and to write s̃n to the real number s ∈ Sn having the property that |G′
n(s)|

is minimum in Sn. We then observe that an application of Titchmarsh [12,
Lemmata 4.2,4.4] enables one to derive

(6.2)
∫

S̃n∩[τn,Q]
eiGn(t)dt =

∫ Q

Qn

eiGn(t)dt+O
(
min(|G′

n(s̃n)|−1, Q1/2)
)
.

It seems worth foreshadowing that in the upcoming lemma we shall employ
Lemma 5.2 to estimate when averaging over n the above error term, it
being pertinent to denote

(6.3) Λa,b,c = (b+ c− a)−1/2√
2π and µ(n) = P−1/2

n c1/2
n eiGn(cn).
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Lemma 6.1. Assume that a < c < 2a and c < b. Then one has for every
Q ≤ T that

B̃ψ(Q) = Λa,b,c
∑

Qn≤cn≤Q
µ(n) +O

(
Q3/4(logQ)3 +Q1/4+(2a−c)/2(b−c)).

Proof. We begin our discussion by summing equation (6.2) over tuples n
and applying [12, Lemmata 4.2, 4.4] in conjunction with [3, Lemma 3.4],
Lemma 5.2 and (4.3) to obtain

B̃ψ(Q) = Λa,b,c
∑

Qn≤cn≤Q
µ(n)

+O
(
Q3/4(logQ)3 +Q−1/2+(2a−c)/2(b−c) + E1(Q) + E2(Q)

)
,

wherein upon denoting R1 = Q and R2 = Qn then

Em(Q) =
∑

Rm/2≤cn≤2Rm

τn≤Q

P−1/2
n min

(
|G′

n(Rm)|−1, R1/2
m

)
, m = 1, 2.

We refer the reader to [9, Lemma 6.1] for the exposition of the details about
such an application in a similar context. We shall begin by analysing the
first error term in the above formula, and thus write

E2(Q) = Y1(Q) + Y2(Q),

wherein Y1(Q) denotes the sum E2(Q) with triples satisfying Q/2 ≤ τn ≤
Q, and Y2(Q) denotes the sum E2(Q) with triples subject to the proviso
τn < Q/2. It then seems worth noting that under the constraints im-
posed on the tuples cognate to Y1(Q) and on recalling (4.4), one may infer
that Qn ∈ Sn. We have therefore reached a position from which to apply
Lemma 5.2 for the choice Hn(t) = G′

n(t), namely

Y1(Q) ≪
∑
τn≪Q

P−1/2
n min

(
|G′

n(Qn)|−1, Q1/2
n

)
≪ Q3/4(logQ)3 +Q−1/2+(2a−c)/2(b−c).

We shift our attention to Y2(Q), recall as was previously done (6.1) and
define for fixed (n1, n3) and further convenience the parameter

(6.4) NQ = (Q/2)(b+c−a)/bη−(b+c−a)/b
a n

a/b
1 n

−c/b
3 .
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On introducing for each n2 ∈ N the real number r = n2 −NQ, recalling to
the reader of (5.7) and using the above line, it transpires that then

(6.5) G′
n(Q/2)
= a logn1 − b log(NQ + r) − c logn3 + (b+ c− a) log(Q/2)

+ log
(

bbcc

aa2b+c−a
)

= −b log(1 + r/NQ),

where we used the fact in view of the definition (6.4) that the right side
of equation (5.7) for the choices t = Q/2 and n2 = NQ vanishes. We note
after an insightful inspection of the constraints in the tuples pertaining
to the sum involved in the definition of Y2(Q) that it is apparent that
Qn = Q/2, the underlying inequality cognate to cn thus being equivalent
to Q/4 ≤ cn ≤ Q, which may in turn be rephrased by means of the bounds

2−(b+c−a)/bNQ ≤ n2 ≤ 2(b+c−a)/bNQ.

We denote for simplicity by INQ
to the above interval. We shall discuss

first the instances for which |n2 −NQ| > 1, and herein a simple application
of (6.5) already delivers

∑
|n2−NQ|>1
n2∈INQ

n
−1/2
2

|G′
n(Q/2)| ≪

∑
0<r≤NQ

N
1/2
Q

r
≪ N

1/2
Q logNQ.(6.6)

We use the trivial bound min
(
|G′

n(Q/2)|−1, Q1/2) ≪ Q1/2 if |n2 −NQ| ≤ 1
and combine such an observation with the preceding discussion to obtain

Y2(Q) ≪ Y2,1(Q) + Y2,2(Q),

where

Y2,1(Q) = (logQ)
∑

n1NQn3≪Q3/2

n
−1/2
1 n

−1/2
3 N

1/2
Q

and

Y2,2(Q) = Q1/2 ∑
n1NQn3≪Q3/2

(n1NQn3)−1/2.

We estimate Y2,1(Q) as in (5.12) and thus derive Y2,1(Q) =
O
(
Q3/4(logQ)3). In order to bound Y2,2(Q) it seems pertinent instead to
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note that b > 2c− 2a, and observe after recalling (6.4) that

Y2,2(Q) ≪ Q(a−c)/2b ∑
na+b

1 nb−c
3 ≪Q(b−2c+2a)/2

n
−1/2−a/2b
1 n

−1/2+c/2b
3 .

≪ Q−1/4+(b−2c+2a)/2(a+b) ∑
nb−c

3 ≪Q(b−2c+2a)/2

n
−(b−c)/(a+b)
3

≪ Q1/4+(2a−c)/2(b−c),

as desired. The combination of the estimates obtained above in conjunction
with the constraints in the statement of the lemma enables one to deduce

Y1(Q) + Y2(Q) ≪ Q3/4(logQ)3 +Q1/4+(2a−c)/2(b−c).

The analysis of E1(Q) shall be completely identical to the one cognate
to Y2(Q) earlier exposed, whence in the interest of curtailing our discussion
it has been thought preferable to indicate that the proof of an analogous
estimate for it would follow by replacing Q by Q/2 in (6.4), (6.5) and (6.6),
such an observation combined with the above conclusion thus completing
the proof of the lemma at hand. □

We shall merely combine a few of the preceding results in the upcoming
corollary, it being pertinent recalling (6.3) to such an end.

Corollary 6.1. Assume that a < c < 2a and c < b. Then, when T is
sufficiently large one has that

I2(T ) = Λa,b,c
∑

τn≤cn≤T
µ(n) +O

(
T 3/4(log T )4 + T 1/4+(2a−c)/2(b−c)).

Proof. We use Lemmata 5.3 and 6.1 in conjunction with (5.3) to deduce
when Q ≤ T that∑

n∈N3

P−1/2
n

∫ Q

Q/2
ψ(t)La(n)−itK2(Pn, t)dt

= Λa,b,c
∑

Qn≤cn≤Q
µ(n) +O

(
Q3/4(logQ)4 +Q1/4+(2a−c)/2(b−c)).

Summing over dyadic intervals accordingly in the preceding expression per-
mits one to derive upon recalling (5.1) that

J2,1(T ) = Λa,b,c
∑

τn≤cn≤T
µ(n) +O

(
T 3/4(log T )4 + T 1/4+(2a−c)/2(b−c)).

The corollary follows by utilising both the above equation and (5.2) com-
bined with an application of Lemma 5.1. □

Proof of Theorem 1.1. When a < c < 2a then it follows that
3/4 < 5/4 − c/4a,
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and it is apparent that the inequalities

1/4 + 3a
2(a+ c) < 5/4 − c/4a, 1/2 + a/2c < 5/4 − c/4a

are equivalent to the condition c2 + 2a2 < 3ac, the latter holding in the
aforementioned range. Likewise, the discussion held in the present work
permits one to combine equations (3.1) and (3.2) with Lemma 3.1 and
Corollary 6.1 to obtain

Ia,b,c(T ) = σa,b,cT + Λa,b,c
∑

τn≤cn≤Q
µ(n) + I1,2(T )

+O
(
T 3/4(log T )4 + T 1/4+(2a−c)/2(b−c)).

The combination of the preceding equations in conjunction with an appli-
cation of Proposition 4.2 then enables one to conclude Theorem 1.1. We
derive the proof of Corollary 1.1 by combining equation (1.1) with the
aforementioned theorem to obtain

(6.7)
∑

τn≤cn≤T
µ(n) ≪ T 5/4−c/4a + T 1/4+(2a−c)/2(b−c),

as desired. □

Appendix A. Van der Corput’s estimates and exponent pairs
The rest of the memoir shall be devoted to present three natural alter-

natives for bounding the weighted exponential sum in the left side of (6.7).
Exhibiting all the possible methods to estimate such a sum hardly being
the purpose of this note, the ones presented herein shall deliver weaker es-
timates for triples with a < c < 2a and c < b on the range (1.8). We first
start with an application of van der Corput’s second derivative test.

Lemma A.1. Whenever a < c < 2a and c < b one has∑
τn≤cn≤T

µ(n) ≪ T 3/4+(2a−c)/2(b−c).

Proof. We begin as customary by making a dyadic dissection and examine
for Q ≤ T the analogous sums with the triples satisfying the additional
constraint Q/2 ≤ cn ≤ Q. It transpires that under such a restriction one has

(A.1) n2 ≍ Q(b+c−a)/bn
a/b
1 n

−c/b
3 .

We find it worth observing that the ensuing condition in conjunction with
the inequality τn ≤ Q entails the restriction

(A.2) na+b
1 nb−c3 ≪ Q(b−2c+2a)/2,
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it being worth noting that b > 2c− 2a. We sum first over n2 and apply van
der Corput’s second derivative test [12, Theorem 5.9] to obtain∑

Q/2≤cn≤Q
τn≤cn

µ(n) ≪ S1(Q) + S2(Q),

where

S1(Q) = Q
∑

na+b
1 nb−c

3 ≪Q(b−2c+2a)/2

(
Q(b+c−a)/bn

a/b
1 n

−c/b
3

)−1/2
n

−1/2
1 n

−1/2
3

and

S2(Q) =
∑

na+b
1 nb−c

3 ≪Q(b−2c+2a)/2

n
−1/2
1 n

−1/2
3

(
Q(b+c−a)/bn

a/b
1 n

−c/b
3

)1/2
.

It is apparent that the tuples pertaining to the above sums satisfy an in-
equality in the same vein as in (5.11), whence an analogous argument would
then yield

S2(Q) ≪ Q3/4 ∑
na+b

1 nb−c
3 ≪Q(b−2c+2a)/2

n−1
1 n−1

3 ≪ Q3/4(logQ)2.

For the investigation of S1(Q) we note by rearranging terms that

S1(Q) = Q(b−c+a)/2b ∑
na+b

1 nb−c
3 ≪Q(b−2c+2a)/2

n
−1/2−a/2b
1 n

−1/2+c/2b
3

≪ Q1/4+(b−2c+2a)/2(a+b) ∑
nb−c

3 ≪Q(b−2c+2a)/2

n
−(b−c)/(a+b)
3

≪ Q3/4+(2a−c)/2(b−c),

whence summing over dyadic intervals permits one to derive the desired
result. □

The upcoming lemma addresses the question of estimating the preceding
exponential sum in a similar manner, the technical input employed in due
course having its reliance instead on the use of exponent pairs.

Lemma A.2. Whenever a < c < 2a and c < b one has∑
τn≤cn≤T

µ(n) ≪ T 19/21+(2a−c)/4(b−c)+ε.

Proof. We begin as above by making a dyadic dissection and examine for
Q ≤ T the sums with triples for which Q/2 ≤ cn ≤ Q, it then being appar-
ent that such triples satisfy (A.1) and (A.2). We observe upon recalling (1.8)
that

∂

∂n2
Gn(cn) ≍ cnn

−1
2 .
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We employ the fact that by [1, Theorem 6] then (13/84 + ε, 55/84 + ε) is
an exponent pair to show via partial summation that∑

Q/2≤cn≤Q
τn≤cn

µ(n) ≪ Q55/84+ε ∑
na+b

1 nb−c
3 ≪Q(b−2c+2a)/2

n
−1/2
1 n

−1/2
3 .

Summing then over n3 and n1 successively permits one to deduce∑
Q/2≤cn≤Q
τn≤cn

µ(n)

≪ Q55/84+(b−2c+2a)/4(b−c)+ε ∑
n1≪Q(b−2c+2a)/2(a+b)

n
−1/2−(a+b)/2(b−c)
1

≪ Q19/21+(2a−c)/4(b−c)+ε.

The result then follows as is customary by summing over dyadic intervals.
□

It seems profitable to compare the preceding bounds with those stemming
from (6.7), the range of interest considered herein being that described
in (1.8). We first note that

5/4 − c/4a− 3/4 − (2a− c)/2(b− c)

= 2ab− cb+ c2 − 4a2

4a(b− c) = −(2a− c)(c+ 2a− b)
4a(b− c) ,

whence in view of the condition c < 2a and (1.8) it is apparent that

5/4 − c/4a < 3/4 + (2a− c)/2(b− c).

Likewise, a straightforward computation reveals that the inequality

5/4 − c/4a < 19/21 + (2a− c)/4(b− c)

is equivalent to
b(29a− 21c) < 42a2 + 8ac− 21c2.

If 29a ≥ 21c then

b(29a−21c) ≤ (2a+c)(29a−21c) = 58a2 −13ac−21c2 < 42a2 +8ac−21c2

since a < c. If on the contrary 29a < 21c then

b(29a− 21c) < (42a+ 34c)(29a− 21c)/55.

We find it worth considering for the purpose of progressing in the discussion
the function f(x) = 1092x2 + 336x − 441 and note that it satisfies in the
interval (1/2, 1) the inequality f(x) > 0, a consequence of which being that

b(29a− 21c) < (42a+ 34c)(29a− 21c)/55 < 42a2 + 8ac− 21c2,
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as desired. Moreover, it transpires that the inequality

1/4 + (2a− c)/2(b− c) < 19/21 + (2a− c)/4(b− c)

is equivalent to 42a + 34c < 55b. The preceding remarks permit one to
assure that the estimates derived in Lemmata A.1 and A.2 are weaker than
those stemming from (6.7) whenever (1.8) holds.

We shall devote the last lines of the present section to indicate that one
may employ Robert and Sargos [10, Theorem 1] to estimate for positive
integers N1, N2, N3 the sum of µ(n) over dyadic parallelepipeds of the shape

N =
{

(n1, n2, n3) ∈ N3 : N1 ≤ n1 ≤ 2N1, N2 ≤ n2 ≤ 2N2, N3 ≤ n3 ≤ 2N3
}
.

When such integers satisfy

N b
2N

c
3N

−a
1 ≍ T and N1N2N3 ≍ T 3/2

then it is easy to see that the application of such a theorem in conjunc-
tion with summation by parts delivers bounds which are of the shape
Ω(T ), being thereby insufficient for our purposes. Similar approaches in-
volving instead the use of available estimates for two dimensional exponen-
tial sums (see for instance Graham and Kolesnik [3, Chapter 7], Fouvry and
Iwaniec [2, Theorem 1] or Liu [8, Theorem 1.1]) may be employed to obtain
similar conclusions and derive bounds that are weaker to those stemming
from (6.7) for the ranges presented herein.
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