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Explicit formulas for the exponential and
logarithm of the Carlitz–Tate twist, and

applications

par Takehiro HASEGAWA

Résumé. Nous présentons des formules explicites pour l’exponentielle et le
logarithme de la puissance tensorielle n-ième du module de Carlitz, introduit
par Anderson et Thakur en 1990. Nous les utilisons pour prouver des résultats
de transcendance pour les fonctions hypergéométriques de type log sur les
corps de fonctions définies dans notre article précédent [17].

Abstract. We present explicit formulas for the exponential and logarithm
of the nth tensor power of the Carlitz module, introduced by Anderson and
Thakur in 1990. We use these to prove transcendence results of the log-type
hypergeometric functions for function fields defined in our previous paper [17].

1. Introduction

1.1. Notation. We introduce the notation most often used in this paper
below:

Fq := the finite field of size q and characteristic p.

A := Fq[θ], the polynomial ring in θ over Fq.

k := Fq(θ), the quotient field of A.

k∞ := Fq((1/θ)), the ∞-adic completion of k at the infinite place.

k∞ := an algebraic closure of k∞.

C∞ := the completion of k∞.

k := the algebraic closure of k in C∞.

C∞{τ} := the twisted polynomial ring in the qth-power Frobenius τ ,

where the multiplication law is given by τc = cqτ for c ∈ C∞.

[0] := 0, [i] := θqi − θ, (for i ∈ Z≥1).
∆0(f) := f(θτ) − θf(τ).
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D0 := 1, Di := [i][i − 1]q · · · [1]qi−1
, (for i ∈ Z≥1).

L0 := 1, Li := (−[i])(−[i − 1]) · · · (−[1]), (for i ∈ Z≥1).
Ml,m = the (l, m)th entry of a matrix M.

1.2. Introduction. In 1935 Carlitz [4] introduced the notion of the Car-
litz module (a rank-one Drinfeld module) C : A → C∞{τ} given by
C(θ) = θτ0 + τ , and defined the Carlitz exponential eC := τ0 +

∑
i≥1 eiτ

i

and the Carlitz logarithm logC := τ0 +
∑

i≥1 liτ
i. The coefficients ei and

li can be determined from the functional equations C ◦ eC = eC ◦ θ and
logC ◦C = θ ◦ logC : ei = 1/Di and li = 1/Li. In 1974 Drinfeld [10, 11]
generalized the module C to a rank-r Drinfeld module ϕ : A → C∞{τ}
defined by ϕ(θ) = θτ0 +

∑r
i=1 Aiτ

i, and gave the Drinfeld exponential
eϕ := τ0 +

∑
i≥1 αiτ

i and the Drinfeld logarithm logϕ := τ0 +
∑

i≥1 βiτ
i.

The coefficients αi and βi can be computed explicitly with functional equa-
tions (see, for example, [14, Theorems 3.1 and 3.3]). In 1990 Anderson
and Thakur [2] extended the module C to higher dimension C⊗n : A →
Mn(C∞{τ}) given by

C⊗n(θ) = (θIn + N)τ0 + Eτ

=




θ 0 0 · · · 0
0 θ 0 · · · 0
...

...
...

. . .
...

0 0 0 · · · 0
0 0 0 · · · θ

+


0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1
0 0 0 · · · 0


 τ0 +


0 0 0 · · · 0
0 0 0 · · · 0
...

...
...

. . .
...

0 0 0 · · · 0
1 0 0 · · · 0

τ,

and defined the Anderson–Thakur exponential expn := Inτ0 +
∑

i≥1 E(i)τ i

and the Anderson–Thakur logarithm logn := Inτ0 +
∑

i≥1 L(i)τ i. We see
that C⊗1 = C, exp1 = eC , and log1 = logC . It follows from the functional
equations C⊗n ◦ expn = expn ◦(θIn + N) and logn ◦C⊗n = (θIn + N) ◦ logn

that we have

E(i) =
2(n−1)∑

j=0

ad(N)j(E · E(i − 1)(q)/[i])
[i]j ,

L(i) =
2(n−1)∑

j=0

ad(N)j(−L(i − 1) · E/[i])
[i]j

(see [27, Section 7.6]), which are nowhere close to being explicit. It is im-
portant that the explicit formulas for E(i) and L(i) are discussed, and that
is the purpose of this study. The key is not to analyze the matrix E(i)
(resp. L(i)) itself but to analyze relationships between its entries E(i)l,m

(resp. L(i)l,m), where E(i) = [E(i)l,m] (resp. L(i) = [L(i)l,m]).
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In Section 2 we prove the following recursions (see Theorems 2.3, 2.6,
and Corollaries 2.4, 2.7):

Dn
i · E(i)l,m

=
m−1∑
j=0

(
l − 1

j

)
[i](l−1)−j

m−1−j∑
s=1

(−1)
(

n

s

)
i∑

t=1

(
Dn

t · E(t)1,m−j−s

[t]s
)qi−t

,

Ln
i · L(i)l,m

=
n−l∑
j=0

(
n − m

j

)
(−[i])(n−m)−j

n−l−j∑
s=1

(−1)
(

n

s

)
i∑

t=1

Ln
t · L(t)l+j+s,n

(−[t])s
,

which are the main theorems of this paper. Using these, the explicit for-
mulas for E(i) and L(i) can be obtained. As an application, we present
relations between expn and En := τ0 +

∑
i≥1 τ i/Dn

i , and logn and Ln :=
τ0 +

∑
i≥1 τ i/Ln

i . In particular, when n = pr, a power of the characteristic
p of Fq, we show that

exppr = [(exppr )l,m] =
[(

l − 1
m − 1

)
∆l−m

0 Epr

]
,

logpr = [(logpr )l,m] =
[(

pr − m

pr − l

)
(−∆0)l−mLpr

]
,

which are lower triangular (see Corollaries 2.4 and 2.10). The main theorem
and its application are refinements of results in [2, Sections 2.1 and 2.2],
[15, Section 5.10], and [27, Section 7.6].

There has been much discussion about formulas for the exponential ExpG

and the logarithm LogG. In 2021, for the special point

z = t(

n1︷ ︸︸ ︷
0, . . . , 0, (−1)r−1z1 · · · zr,

n2︷ ︸︸ ︷
0, . . . , 0, (−1)r−2z2 · · · zr, . . . ,

nr︷ ︸︸ ︷
0, . . . , 0, zr)

in G(k), Chang, Green, and Mishiba obtained a formula for LogG(z), where
G = (Gn

a , ρ) is a t-module, and LogG is the logarithm of G (see [5, Theo-
rem 3.3.5], [7, Theorem 4.2.3], and [6, Section 3]). A specialization of theirs
is that of ours, as we will now explain. If we set the depth r in their setting
to r = 1, then we have n = n1, G = C⊗n and LogG = logn, and thus we
have a formula for the last column t((logn)1,n, . . . , (logn)n,n) of logn, which
is expressed by means of the t-motivic CMSPL. On the other hand, in this
paper, we obtain not only the last column but also all columns.

In the last half of this paper we investigate transcendence problems for
entries of logn. In 1995 and 2000 Thakur [25, 26] introduced the series
FC,exp(a1, . . . , ar; b1, . . . , bs; τ) associated to function fields, which is called
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the Thakur hypergeometric function or the exp-type hypergeometric func-
tion. On the other hand, in 2022 Hasegawa [17] defined the other series
FC,log(a1, . . . , ar; b1, . . . , bs; τ), which is called the log-type hypergeometric
function. In [27, Remarks 10.5.4(2)] Thakur asked
“What are the transcendence results for the hypergeometric functions?”

This question is interesting. In the classical setting, transcendences for the
classical hypergeometric functions were well studied, and those are related
to the André-Oort conjecture (see, for example, Wolfart [30], Cohen and
Wüstholz [9], and Edixhoven and Yafaev [13]). In the function field set-
ting, Thakur–Wen–Yao–Zhao [28] and Harada [16] gave answers for the
function FC,exp, respectively, in completely different approaches. In fact,
Thakur–Wen–Yao–Zhao proved that when r < s + 1, the special value
FC,exp(a1, . . . , ar; b1, . . . , bs; γ) is transcendental over k for many γ ∈ k. On
the other hand, Harada showed that when r = s + 1, the special value
FC,exp(a1, . . . , as+1; b1, . . . , bs; γ) is transcendental over k for many γ ∈ k.
The question for the other function FC,log remains open, and we study
it in this paper. Indeed, we relate the function FC,log to entries of logn,
and combining this with a result from Yu [32], we show that the spe-
cial value FC,log(−; 2n−m, 1m−1; γ) is transcendental for all γ ∈ k whenever
FC,log(−; 2n−m, 1m−1; γ) is nonzero. Our way is completely different from
theirs.

Throughout this paper we adopt the notation of Anderson–Thakur [2],
Goss [15], and Thakur [27]. The remainder of this paper is organized as
follows. In the second section we prove the main theorems. The first and
second subsections focus on the logarithm logn and the exponential expn,
respectively. The main theorems in this paper are Theorems 2.3 and 2.6
and Corollaries 2.4 and 2.7. In the third section we describe applications of
these theorems. To be precise, we express entries of expn and logn by means
of hypergeometric functions, and we investigate transcendence results for
them.

Acknowledgments. The author thanks the referee for their valuable com-
ments and careful review.

2. Main theorems

In this section, we give explicit formulas for the two series expn and logn.
Let A := Fq[θ] be a polynomial ring in a variable θ over the finite field

Fq with q elements, and let k := Fq(θ) be the rational function field. We
denote by v∞ : k → R ∪ {∞} the valuation associated to 1/θ, normalized
so that v∞(1/θ) = 1. In this paper, we often use deg(x) = −v∞(x) and
|x|∞ := q−v∞(x), so deg(θ) = 1 and |θ|∞ = q. Let k∞ := Fq((1/θ)) be
the associated completion of k, let k∞ be an algebraic closure of k∞, and



Formulas for the exponential and logarithm of the Carlitz–Tate twist 255

let C∞ be the completion of k∞ coming from the canonical extension to
k∞. We still denote by v∞ the extended map from k∞ to k∞, and hence
to C∞. Let k be the algebraic closure of k inside C∞. When we refer to a
transcendental element in C∞, we simply mean an element not in k. Note
that k equals the algebraic closure of k in k∞.

We should be aware of the following basic analogy:

A ↔ Z, k ↔ Q, k∞ ↔ R, k∞ or C∞ ↔ C, k ↔ Q.

Before diving into Subsection 2.1, we define expn and logn and give an
overview of previous studies. The Carlitz module is the rank-one Drinfeld
module C : A → C∞{τ} defined by C(θ) = θτ0+τ (see [15, Definition 3.3.5]
and [27, Section 2.1]). We denote by C⊗n the nth tensor power of C, which is
defined by the Fq-algebra homomorphism C⊗n : A → Mn(C∞{τ}) given by

C⊗n(θ) = (θIn + N)τ0 + Eτ,

N :=


0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1
0 0 0 · · · 0

 and E :=


0 0 0 · · · 0
0 0 0 · · · 0
...

...
...

. . .
...

0 0 0 · · · 0
1 0 0 · · · 0


(see [2, Section 1], [15, Definition 5.8.1], and [27, Examples 7.1.3(3)]). Al-
though the module C⊗n is an example of the t-modules introduced by
Anderson [1], we do not need the notion of t-motives in this paper. The
exponential and logarithm of C⊗n are denoted by

expn :=
∞∑

i=0
E(i)τ i = Inτ0 +

∞∑
i=1

E(i)τ i, (for E(i) ∈ Mn(k)),

logn :=
∞∑

i=0
L(i)τ i = Inτ0 +

∞∑
i=1

L(i)τ i, (for L(i) ∈ Mn(k)),

respectively (see [2, Section 2], [15, Section 5.10], and [27, Section 7.6]). We
denote the (a, b)th entry of an n×n matrix M by Ma,b, that is, M = [Ma,b].
For convenience, we set the empty entry to be zero. For example, Mn+1,b = 0
and Ma,n+1 = 0. In this paper, we use the following notation:

expn = [(expn)a,b], (expn)a,b =
∞∑

i=0
E(i)a,bτ

i,

logn = [(logn)a,b], (logn)a,b =
∞∑

i=0
L(i)a,bτ

i.

For each i ≥ 1, let [0] = 0 and [i] = θqi − θ ∈ A, D0 = 1 and Di =
[i]Dq

i−1 ∈ A, and L0 = 1 and Li = (−[i])Li−1 ∈ A (see [15, Definition 3.1.4]
and [27, Section 2.5]). For any n ≥ 1, we define the functions En(z) and
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Ln(z) as

En(z) :=
∞∑

i=0

1
Dn

i

zqi and Ln(z) :=
∞∑

i=0

1
Ln

i

zqi
,

respectively. The function En(z) is called the Carlitz poly-exponential
(see [15, Section 5.10]), and the function Ln(z) is called the Carlitz poly-
logarithm (see [15, Section 5.10] and [27, Remarks 7.6.2]). Note that E1(z) =
eC(z) and L1(z) = logC(z) are the Carlitz exponential and the Carlitz log-
arithm, respectively (see [15, Sections 3.2 and 3.4] and [27, Section 2.5]).
Fix a (q − 1)th root of −[1] in k, and let π̃ denote the fundamental period
of the Carlitz module:

π̃ := π̃C = (−[1])1/(q−1)
∞∏

i=1

(
1 − [i]

[i + 1]

)

= (−θ)1/(q−1)θ
∞∏

i=1
(1 − θ1−qi)−1

(see [15, Definition 3.2.7] and [27, Section 2.5]). It is well known that
Ker(eC) = Aπ̃ (see [15, Corollary 3.2.9] and [27, Section 2.1]), and hence
eC(π̃) = 0. We define a linear operator ∆0 given by

∆0

( ∞∑
i=0

aiτ
i

)
=

∞∑
i=0

[i]aiτ
i =

∞∑
i=1

[i]aiτ
i,

or equivalently, ∆0(
∑∞

i=0 aiz
qi) =

∑∞
i=0[i]aiz

qi =
∑∞

i=1[i]aiz
qi , which was

defined by Carlitz in 1935 (see [27, Section 4.14]).
Now, we will consider some examples.

Example.
(1) ([27, Remarks 7.6.2]) The series exp2 is given by

exp2 =
[
1 0
0 1

]
τ0 +

∞∑
i=1

 1
D2

i

−2ki
1

D2
i

[i]
D2

i

(−2[i]kq
i−1 − 1)

1
D2

i

τ i,

where ki := 1
[i] + 1

[i−1]q + · · · + 1
[1]qi−1 . Note that (exp2)1,1 = E2 and

(exp2)2,1 = ∆0E2.
(2) The series log2 is given by

log2 =
[
1 0
0 1

]
τ0 +

∞∑
i=1

(−2[i]ki−1 − 1)
1

L2
i

2ki
1

L2
i

−[i]
L2

i

1
L2

i

τ i,

where ki := 1
[i] + 1

[i−1] + · · · + 1
[1] . Note that (log2)2,2 = L2 and

(log2)2,1 = (−∆0)L2.
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It is not difficult to compute the above examples, but we encounter dif-
ficulties when increasing the matrix size n. In this section, we give explicit
formulas for expn and logn for all n.

We write expn(z) and logn(z) as

expn(z) = expn




z1
z2
...

zn


 =


e1(z)
e2(z)

...
en(z)

 =


z1
z2
...

zn

+
∞∑

i=1
E(i)


zq

1
zq

2
...

zq
n

 ,

logn(z) = logn




z1
z2
...

zn


 =


l1(z)
l2(z)

...
ln(z)

 =


z1
z2
...

zn

+
∞∑

i=1
L(i)


zq

1
zq

2
...

zq
n

 ,

respectively. It is shown in [2] that expn(z) converges for all z ∈ Cn
∞, and

logn(z) converges for all z ∈ Cn
∞ with |zi|∞ < |θ|i−n+(nq/(q−1))

∞ for all i. It is
known that expn(logn(z)) = z in this range. See [15, Section 5.10] and [27,
Section 7.6].

Note that expn and logn are vector-valued functions and they are ex-
pressed as matrices with entries in C∞{{τ}}, which is the non-commutative
power series in τ over C∞ with the multiplication law τc = cqτ for c ∈ C∞.

The series expn and logn are related to the series En and Ln, respectively.

Fact.
(1) ([2, p. 174], [15, Section 5.10]) For a special point t(z1, 0, . . . , 0), we

have

expn




z1
0
...
0


 =


En(z1)

∗
...
∗

 .

(2) ([15, Section 5.10], [27, Remarks 7.6.2(1)]) For z = t(z1, . . . , zn),
we have

logn(z) =


l1(z)
l2(z)

...
ln(z)

 =


∗
...
∗∑n−1

m=0(−∆0)mLn(zn−m)

 .

In the remainder of this section, all of their entries are presented.
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2.1. Logarithm. In this subsection, we present an explicit formula for
logn. Recall that L(0) = In, the identity matrix, and that logn is defined by

logn := Inτ0 +
∞∑

i=1
L(i)τ i =

∞∑
i=0

L(i)τ i.

For an n×n matrix M , we inductively define the commutators ad(N)j(M)
as

ad(N)0(M) := M,

ad(N)j(M) := N · ad(N)j−1(M) − ad(N)j−1(M) · N, (for all j ≥ 1).

From the fundamental functional equation logn ◦ C⊗n(θ) = d[θ]n ◦ logn,
namely, logn ◦ ((θIn + N)τ0 + Eτ) = (θIn + N) ◦ logn, we obtain
(θIn + N)L(i) = L(i)(θqi

In + N) + L(i − 1)E, and

L(i) =
∞∑

j=0

ad(N)j(−L(i − 1)E/[i])
[i]j =

2(n−1)∑
j=0

ad(N)j(−L(i − 1)E/[i])
[i]j

for any i ≥ 1 (see [15, Section 5.10] and [27, Section 7.6]).
First, we give recursions for the coefficients L(i), which are used in the

proof of the theorem.

Lemma 2.1. Let 1 ≤ a ≤ n and 1 ≤ b ≤ n. Let L(i)a,b denote the (a, b)th
entry of the matrix L(i):

L(i) =


∗ · · · ∗ ∗ · · · ∗
...

...
...

...
∗ · · · L(i)a,b−1 L(i)a,b · · · L(i)a,n

∗ · · · ∗ L(i)a+1,b · · · L(i)a+1,n

...
...

...
...

∗ · · · ∗ ∗ · · · L(i)n,n

.

(1) Assume that 1 ≤ a ≤ n − 1 and 2 ≤ b ≤ n. Then, for any i ≥ 1, the
following holds:

L(i)a,b = 1
[i]L(i)a+1,b − 1

[i]L(i)a,b−1.

(2) For any i ≥ 1, the following holds:

L(i)a,b = (−1)b
n−a∑
j=0

(
b − 1 + j

j

)( 1
[i]

)b+j

L(i − 1)a+j,n.

Proof. Before we prove items (1) and (2), we must present several facts.
Let M = [Ma,b] be an n × n matrix. From the definitions of the nilpotent
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matrix N and the commutator ad(N)1(M), we have
ad(N)1(M)a,b = (NM − MN)a,b

=




M2,1 M2,2 · · · M2,n
...

... . . . ...
Mn,1 Mn,2 · · · Mn,n

0 0 · · · 0

−


0 M1,1 · · · M1,n−1
...

... . . . ...
0 Mn−1,1 · · · Mn−1,n−1
0 Mn,1 · · · Mn,n−1




a,b

= Ma+1,b − Ma,b−1.

Using induction, we then obtain ad(N)j(M)a,b = ad(N)j−1(M)a+1,b −
ad(N)j−1(M)a,b−1. If a − b ≥ n − j, then we have ad(N)j(M)a,b = 0,
and ad(N)2(n−1)(M)a+1,b = ad(N)2(n−1)(M)a,b−1 = 0. With these facts in
hand, we may proceed with proof.

(1). For simplicity, we set

Y := − 1
[i]L(i − 1)E = − 1

[i]


L(i − 1)1,n 0 · · · 0
L(i − 1)2,n 0 · · · 0

...
... . . . ...

L(i − 1)n,n 0 · · · 0

 ,

and so we have ad0(Y )a,b = Ya,b = 0 for b ≥ 2. Combining this and the
facts above, we obtain

L(i)a,b =
2(n−1)∑

j=0

ad(N)j(Y )a,b

[i]j =
2(n−1)∑

j=1

ad(N)j(Y )a,b

[i]j

=
2(n−1)∑

j=1

ad(N)j−1(Y )a+1,b − ad(N)j−1(Y )a,b−1
[i]j

=
2(n−1)+1∑

j=1

ad(N)j−1(Y )a+1,b − ad(N)j−1(Y )a,b−1
[i]j

= 1
[i]

2(n−1)∑
j=0

ad(N)j(Y )a+1,b

[i]j − 1
[i]

2(n−1)∑
j=0

ad(N)j(Y )a,b−1
[i]j

= 1
[i]L(i)a+1,b − 1

[i]L(i)a,b−1,

thus finishing the proof of item (1).

(2). We prove item (2) using induction. Recall that Y := −L(i − 1)E/[i].
Note that

Ya,b =
{

−L(i − 1)a,n/[i] if b = 1,

0 if b ≥ 2.
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First, we compute L(i)a,1. Using the definition of ad(N)j(Y ), we can
write ad(N)j(Y ) = N jY + MN for some matrix M . Since (MN)a,1 = 0,
we have ad(N)j(Y )a,1 = (N jY )a,1, and so

ad(N)j(Y )a,1 = (N jY )a,1 =
{

−L(i − 1)a+j,n/[i] if j ≤ n − a,

0 if j > n − a.

Hence, we obtain

L(i)a,1 =
∞∑

j=0

ad(N)j(Y )a,1
[i]j =

n−a∑
j=0

−L(i − 1)a+j,n/[i]
[i]j

= −
n−a∑
j=0

( 1
[i]

)1+j

L(i − 1)a+j,n.

Next, we compute L(i)n,b. Similarly, we can write ad(N)j(Y ) = NM +
(−1)jY N j for some matrix M . Since (NM)n,b = 0, we have ad(N)j(Y )n,b =
(−1)j(Y N j)n,b, and so

ad(N)j(Y )n,b = (−1)j(Y N j)n,b =
{

(−1)bL(i − 1)n,n/[i] if j = b − 1,

0 if j ̸= b − 1.

Hence, we obtain

L(i)n,b =
∞∑

j=0

ad(N)j(Y )n,b

[i]j = (−1)bL(i − 1)n,n/[i]
[i]b−1

= (−1)b
( 1

[i]

)b

L(i − 1)n,n.

Last, we assume that 1 ≤ a < n and 1 < b ≤ n. By the inductive
hypothesis, we have

L(i)a+1,b = (−1)b
n−(a+1)∑

j=0

(
b − 1 + j

j

)( 1
[i]

)b+j

L(i − 1)(a+1)+j,n,

L(i)a,b−1 = (−1)b−1
n−a∑
j=0

(
(b − 1) − 1 + j

j

)( 1
[i]

)(b−1)+j

L(i − 1)a+j,n.
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Using item (1), we obtain

L(i)a,b = 1
[i]L(i)a+1,b − 1

[i]L(i)a,b−1

= (−1)b
n−a∑
j=0

((
b − 2 + j

j − 1

)
+
(

b − 2 + j

j

))( 1
[i]

)b+j

L(i − 1)a+j,n

= (−1)b
n−a∑
j=0

(
b − 1 + j

j

)( 1
[i]

)b+j

L(i − 1)a+j,n.

Note that
(b−2

−1
)

= 0. Hence, we complete the proof of item (2). □

Remarks. In item (2) of the lemma, L(i)1,n, L(i)2,n, . . . , L(i)n,n, the last
column, can be interpreted as generators of L(i)a,b, that is, L(i)a,b is
spanned by L(i)a,n, L(i)a+1,n, . . . , L(i)n,n.

Now, we consider an elementary identity that is used to prove the theo-
rem.
Lemma 2.2. For any n and j, the following identity holds:

j∑
k=0

(−1)j−k

(
n

k

)(
n − 1 + j − k

j − k

)
= 0.

Proof. It is proven using induction on n and j. □

Next, we provide an explicit formula for logn. For simplicity, we set
C(i) = Clog(i) := Ln

i · L(i), which is more essential than L(i) in the proof.
Theorem 2.3 (Logarithm I). Let 0 ≤ l ≤ n − 1 and 0 ≤ m ≤ n − 1. Let
(logn)n−l,n−m denote the (n − l, n − m)th entry of the matrix logn:

logn =


∗ · · · ∗ · · · ∗
...

...
...

∗ · · · (logn)n−l,n−m · · · (logn)n−l,n

...
...

...
∗ · · · ∗ · · · (logn)n−1,n

∗ · · · ∗ · · · (logn)n,n

.

Let L(i)n−l,n−m denote the coefficient of τ i of the series (logn)n−l,n−m:

(logn)n−l,n−m =
∞∑

i=0
L(i)n−l,n−mτ i.

(1) For any l and m, the following holds:

(logn)n−l,n−m =
l∑

j=0

(
m

j

)
(−∆0)m−j(logn)n−l+j,n.

In particular, the entry (logn)n,n−m of the last row equals
(logn)n,n−m = (−∆0)m(logn)n,n.
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(2) The entries of the last column are given by

(logn)n,n =
∞∑

i=0
L(i)n,nτ i =

∞∑
i=0

1
Ln

i

τ i (= Ln(τ)),

(logn)n−l,n =
∞∑

i=1
L(i)n−l,nτ i =

∞∑
i=1

C(i)n−l,n
1

Ln
i

τ i

=
∞∑

i=1

(
l∑

s=1
(−1)

(
n

s

)
i∑

t=1

C(t)n−(l−s),n
(−[t])s

)
1

Ln
i

τ i

for any 1 ≤ l ≤ n − 1. Recall that L(0)n−l,n = 0. In particular, for
1 ≤ l ≤ n − 1, the following recursion holds:

C(i)n−l,n =
l∑

s=1
(−1)

(
n

s

)
i∑

t=1

C(t)n−(l−s),n
(−[t])s

.

Proof.

(1). First, suppose that i = 0. The coefficient L(0)n−l,n−m of τ0 on the left
hand side is

L(0)n−l,n−m =
{

0 if l ̸= m,

1 if l = m.

On the other hand, the coefficient of τ0 on the right hand side is

l∑
j=0

(
m

j

)
(−[0])m−jL(0)n−l+j,n =

(
m

l

)
(−[0])m−lL(0)n,n =


0 if l > m,

0 if l < m,

1 if l = m.

We recall that ∆0(
∑∞

i=0 aiτ
i) =

∑∞
i=0[i]aiτ

i =
∑∞

i=1[i]aiτ
i. We note that

L(0)n−l+j,n = 0 for j ̸= l, and that
(m

l

)
= 0 for l > m, (−[0])m−l = 0 for

l < m, and (−[0])m−l = 1 for l = m. Hence, the claim holds for i = 0.
Next, assume that i ≥ 1. We will show that the equality

L(i)n−l,n−m =
l∑

j=0

(
m

j

)
(−[i])m−jL(i)n−l+j,n

holds, and using induction on l and m, we will prove item (1). By the
inductive hypothesis, we have

L(i)n−l,n−(m−1) =
l∑

j=0

(
m − 1

j

)
(−[i])(m−1)−jL(i)n−l+j,n,

L(i)n−(l−1),n−(m−1) =
l−1∑
j=0

(
m − 1

j

)
(−[i])(m−1)−jL(i)n−(l−1)+j,n.
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Using Lemma 2.1(1), we obtain

L(i)n−l,n−m = −[i]L(i)n−l,n−m+1 + L(i)n−l+1,n−m+1

=
l∑

j=0

((
m − 1

j

)
+
(

m − 1
j − 1

))
(−[i])m−jL(i)n−l+j,n

=
l∑

j=0

(
m

j

)
(−1)m−j [i]m−jL(i)n−l+j,n.

Recall that
(m−1

−1
)

= 0. Hence, we finish the proof of item (1).

(2). We prove item (2) using induction on i. First, we compute the diagonal
entry L(i)n,n. When i = 0, we have L(0)n,n = 1 = 1/Ln

0 . Recall that
L(0) = In and L0 = 1. Assume that i ≥ 1. By the inductive hypothesis, we
have L(i − 1)n,n = 1/Ln

i−1. It follows from Lemma 2.1(2) that

L(i)n,n = (−1)n
( 1

[i]

)n

L(i − 1)n,n = 1
Ln

i

.

Recall that Li = −[i]Li−1. Hence, the first claim has been proven.
Next, we determine the non-diagonal entry L(i)n−l,n for 1 ≤ l ≤ n − 1.

For simplicity, we set C(i)n−l,n := L(i)n−l,nLn
i . When i = 0, we have

C(0)n−l,n = 0. Suppose that i ≥ 1. We show that

C(i)n−l,n =
l∑

s=1
(−1)

(
n

s

)
i∑

t=1

C(t)n−(l−s),n
(−[t])s

.

By the inductive hypothesis, we have

C(i − 1)n−l,n =
l∑

s=1
(−1)

(
n

s

)
i−1∑
t=1

C(t)n−(l−s),n
(−[t])s

.

It follows from Lemma 2.1(2) and Li = −[i]Li−1 that

C(i)n−l,n = L(i)n−l,nLn
i

=

(−1)n
l∑

j=0

(
n − 1 + j

j

)( 1
[i]

)n+j

L(i − 1)n−l+j,n

Ln
i

=
l∑

j=0

(
n − 1 + j

j

)( 1
[i]

)j

L(i − 1)n−l+j,nLn
i−1

=
l∑

j=0
(−1)j

(
n − 1 + j

j

)
C(i − 1)n−l+j,n

(−[i])j
.(2.1)
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Using the inductive hypothesis, we obtain

l∑
j=0

(−1)j

(
n − 1 + j

j

)
C(i − 1)n−l+j,n

(−[i])j

= C(i − 1)n−l,n +
l∑

j=1
(−1)j

(
n − 1 + j

j

)
C(i − 1)n−l+j,n

(−[i])j

=
l∑

s=1
(−1)

(
n

s

)
i−1∑
t=1

C(t)n−(l−s),n
(−[t])s

+
l∑

j=1
(−1)j

(
n − 1 + j

j

)
C(i − 1)n−l+j,n

(−[i])j
.

We transform the last equality as follows:

l∑
s=1

(−1)
(

n

s

)
i−1∑
t=1

C(t)n−(l−s),n
(−[t])s

+
l∑

j=1
(−1)j

(
n − 1 + j

j

)
C(i − 1)n−l+j,n

(−[i])j

=
l∑

s=1
(−1)

(
n

s

)
i∑

t=1

C(t)n−(l−s),n
(−[t])s

+
l∑

s=1

(
n

s

)
C(i)n−(l−s),n

(−[i])s

+
l∑

j=1
(−1)j

(
n − 1 + j

j

)
C(i − 1)n−l+j,n

(−[i])j
.

Next, we check that the sum of the second and third terms equals zero.
It follows from equality (2.1) that

l∑
s=1

(
n

s

)
C(i)n−(l−s),n

(−[i])s
+

l∑
j=1

(−1)j

(
n − 1 + j

j

)
C(i − 1)n−l+j,n

(−[i])j

=
l∑

s=1

(
n

s

) l−s∑
j=0

(−1)j

(
n − 1 + j

j

)
C(i − 1)n−(l−s)+j,n

(−[i])j

 1
(−[i])s

+
l∑

j=1
(−1)j

(
n − 1 + j

j

)
C(i − 1)n−l+j,n

(−[i])j

=
l∑

s=1

l−s∑
j=0

(
(−1)j

(
n

s

)(
n − 1 + j

j

))
C(i − 1)n−l+(s+j),n

(−[i])s+j

+
l∑

j=1
(−1)j

(
n − 1 + j

j

)
C(i − 1)n−l+j,n

(−[i])j
.
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The next step is key. We transform the last equality as follows:

l∑
s=1

l−s∑
j=0

(
(−1)j

(
n

s

)(
n − 1 + j

j

))
C(i − 1)n−l+(s+j),n

(−[i])s+j

+
l∑

j=1
(−1)j

(
n − 1 + j

j

)
C(i − 1)n−l+j,n

(−[i])j

=
l∑

j=1

 j∑
k=0

(−1)j−k

(
n

k

)(
n − 1 + j − k

j − k

) C(i − 1)n−l+j,n

(−[i])j
.

By the identity in Lemma 2.2, we see that the last equality is equal to zero.
Going back to the proof of the theorem, we obtain

l∑
s=1

(−1)
(

n

s

)
i∑

t=1

C(t)n−(l−s),n
(−[t])s

+
l∑

s=1

(
n

s

)
C(i)n−(l−s),n

(−[i])s

+
l∑

j=1
(−1)j

(
n − 1 + j

j

)
C(i − 1)n−l+j,n

(−[i])j

=
l∑

s=1
(−1)

(
n

s

)
i∑

t=1

C(t)n−(l−s),n
(−[t])s

,

and hence, the second claim has been proven. □

Remarks.

(1) We can interpret the entries

∆m
0 (logn)n−l,n, ∆m−1

0 (logn)n−l+1,n, . . . , ∆m−l
0 (logn)n,n

of the last column as generators of (logn)n−l,n−m.
(2) Using the theorem, we can explicitly determine all the coefficients

L(i)n−l,n−m. It is sufficient to show that we can explicitly determine
all the coefficients C(i)n−l,n. First, we recall that C(i)n,n = 1 for all
i. Next, by using the recursion

C(i)n−l,n =
l∑

s=1
(−1)

(
n

s

)
i∑

t=1

C(t)n−(l−s),n
(−[t])s
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several times, C(i)n−l,n can be reduced to C(1)n,n, . . . , C(i)n,n. For
example,

C(i)n−1,n = (−1)
(

n

1

)
i∑

a=1

C(a)n,n

−[a] = (−1)n
i∑

a=1

1
−[a] ,

C(i)n−2,n = (−1)
(

n

1

)
i∑

b=1

C(b)n−1,n

−[b] + (−1)
(

n

2

)
i∑

a=1

C(a)n,n

(−[a])2

= (−1)n
i∑

b=1

(−1)n
∑b

a=1
1

−[a]
−[b] + (−1)n(n − 1)

2

i∑
a=1

1
(−[a])2 .

(3) Comparing [5, Theorem 3.3.5] with our theorem, we see that the
specialization of [5, Theorem 3.3.5] corresponds to that of our
theorem. If we set r = 1 in [5, Theorem 3.3.5], then we have
G = C⊗d and LogG = logd. Hence, we obtain logd(t(0, 0, . . . , u)) =
t(αd−1(u), αd−2(u), . . . , α0(u)), where αj(u) is given by the jth Tay-
lor coefficient of the following series at t = θ:∑

i≥0

uqi(
(t − θq) · · · (t − θqi)

)d
=

∞∑
j=0

αj(u)(t − θ)j .

It is known that α0(u) = Ld(u), the poly-logarithm. To the best of
our knowledge, the others αd−1(u), . . . , α1(u) are not known explic-
itly, but we can compute them using our theorem:

αd−l(u) =
∞∑

i=1
L(i)d−l,duqi

for any 1 ≤ l ≤ d − 1.

If the matrix size n is divided by p and we write n as n = n0pr, then we
can give a more detailed formula for logn. In fact, every entry of logn can
be expressed by means of (logn)pr,n, . . . , (logn)n0pr,n. Moreover, if n0 = 1,
namely n = pr, then every entry can be expressed only in terms of Ln.

Corollary 2.4 (Logarithm II). Let n = n0pr, r ∈ Z≥1, and gcd(n0, p) = 1.
(1) Let 1 ≤ l ≤ n − 1. If l is of the form l = l0pr, where l0 ≥ 1 and

gcd(l0, p) = 1, then (logn)n−l0pr,n is given by

(logn)n−l0pr,n =
∞∑

i=1

 l0∑
s0=1

(−1)
(

n0
s0

)
i∑

t=1

C(t)n−(l0−s0)pr,n

(−[t])s0pr

 1
Ln

i

τ i,

where C(i) = Ln
i · L(i) is the modified coefficient of logn.

On the other hand, when l is not divided by pr, that is, l0pr <
l < (l0 + 1)pr, where l0 ≥ 0 and gcd(l0, p) = 1, then (logn)n−l,n is
equal to 0, namely, (logn)n−l,n = 0.
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(2) Let 0 ≤ l ≤ n−1 and 0 ≤ m ≤ n−1. Then (logn)n−l,n−m is given by

(logn)n−l,n−m =
n0−1∑
k=0

(
m

l − kpr

)
(−∆0)m−(l−kpr)(logn)n−kpr,n,

and so

logn = [(logn)n−l,n−m]

=
n0−1∑
k=0

[(
m

l − kpr

)
(−∆0)m−(l−kpr)(logn)n−kpr,n

]
.

(3) Suppose that n0 = 1, that is, n = pr. Then logpr is lower triangular.
More precisely,

(logpr )pr−l,pr−m =
(

m

l

)
(−∆0)m−lLpr ,

logpr =


Lpr 0 · · · 0 0(

pr−1
pr−2

)
(−∆0)Lpr Lpr · · · 0 0

...
...

. . .
...

...(
pr−1

1

)
(−∆0)pr−2Lpr

(
pr−2

1

)
(−∆0)pr−3Lpr · · · Lpr 0

(−∆0)pr−1Lpr (−∆0)pr−2Lpr · · · (−∆0)Lpr Lpr

.

Proof. Before we show item (1), we prove the following: If s is of the form
s = s0pr for p ∤ s0, then we have

(n
s

)
=
(n0

s0

)
. Otherwise, we have

(n
s

)
= 0. We

prove this fact first. Let b(X) := (1+X)n be a polynomial over Fp = Z/pZ.
It is well known that b(X) =

∑n
s=0

(n
s

)
Xs. On the other hand, it is also

well known that b(X) = (1 + Xpr )n0 =
∑n0

s0=0
(n0

s0

)
Xs0pr since (1 + X)pr =

1 + Xpr . By comparing the coefficients, we obtain
(n

s

)
=
(n0

s0

)
for s = s0pr

and
(n

s

)
= 0 for s ̸= s0pr.

(1). First, suppose that 0 < l < pr. Recall that
(n

s

)
= 0 for 1 ≤ s ≤ l. Then,

it follows from Theorem 2.3(2) that we have

(logn)n−l,n =
∞∑

i=1
C(i)n−l,n

1
Ln

i

τ i

=
∞∑

i=1

(
l∑

s=1
(−1)

(
n

s

)
i∑

t=1

C(t)n−(l−s),n
(−[t])s

)
1

Ln
i

τ i

= 0.

In particular, we obtain C(i)n−l,n = 0 for any i when n − pr < n − l < n.
Second, assume that l = pr. Recall that

( n
pr

)
=
(n0

1
)
, and

(n
s

)
= 0 if 1 ≤ s <
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pr. By Theorem 2.3(2), we have

(logn)n−pr,n =
∞∑

i=1

 pr∑
s=1

(−1)
(

n

s

)
i∑

t=1

C(t)n−(pr−s),n
(−[t])s

 1
Ln

i

τ i

=
∞∑

i=1

(
(−1)

(
n0
1

)
i∑

t=1

C(t)n,n

(−[t])pr

)
1

Ln
i

τ i.

Third, suppose that pr < l < 2pr. By Theorem 2.3(2), we have

(logn)n−l,n =
∞∑

i=1
C(i)n−l,n

1
Ln

i

τ i

=
∞∑

i=1

(
(−1)

(
n0
1

)
i∑

t=1

C(t)n−(l−pr),n
(−[t])pr

)
1

Ln
i

τ i.

We now compute the coefficient C(t)n−(l−pr),n. Since n−pr < n−(l−pr) <
n, we have C(t)n−(l−pr),n = 0, and thus (logn)n−l,n = 0. In particular, we
obtain C(i)n−l,n = 0 for any i when n − 2pr < n − l < n − pr. Fourth,
assume that l = 2pr. By Theorem 2.3(2), we have

(logn)n−2pr,n

=
∞∑

i=1

(
(−1)

(
n0
1

)
i∑

t=1

C(t)n−pr,n

(−[t])pr + (−1)
(

n0
2

)
i∑

t=1

C(t)n,n

(−[t])2pr

)
1

Ln
i

τ i.

Repeating the above computations, we can show item (1).

(2). Theorem 2.3(1) can be written as

(logn)n−l,n−m =
n−1∑
j=0

(
m

l − j

)
(−∆0)m−(l−j)(logn)n−j,n.

Using item (1), we obtain

(logn)n−l,n−m =
n−1∑
j=0

(
m

l − j

)
(−∆0)m−(l−j)(logn)n−j,n

=
n0−1∑
k=0

(
m

l − kpr

)
(−∆0)m−(l−kpr)(logn)n−kpr,n.

(3). It follows that (logpr )pr−l,pr−m =
(m

l

)
(−∆0)m−l(logpr )pr,pr from

item (2). Recall that
(m

l

)
= 0 for l > m. □

Remarks. In the classical setting, it is well known that log(z) is transcen-
dental if z is algebraic but not 0 or 1 (by the Lindemann’s theorem). Little
is known about the transcendence of the polylogarithm Lin(z) =

∑
i≥1 zi/in



Formulas for the exponential and logarithm of the Carlitz–Tate twist 269

for any nonzero algebraic number z. It is known that Li2m(1) is transcen-
dental, because Lin(1) = ζ(n) for n ≥ 2. The following is its function-field
analogue.

Let z = t(z1, . . . , zn) be in k
n such that |zi|∞ < |θ|i−n+nq/(q−1)

∞ for
each i. Then, the last coordinate ln(z) is either zero or transcendental.
In particular, for any z ∈ k with |z|∞ < |θ|nq/(q−1)

∞ , the poly-logarithm
Ln(z) =

∑∞
i=0

zqi

Ln
i

is either zero or transcendental. The first claim imme-
diately follows from [32, Theorem 2.3]. (The paper [32, Theorem 2.3] is
described in terms of k∞, but this also holds for C∞ (see [27, p. 337]).) The
second claim follows from our Theorem 2.3 and the first claim. In fact, we
have ln(t(0, . . . , 0, z)) = Ln(z). In the next section, we will study deeper
results.

The transcendence of Ln(z) also follows from [23, Theorem 6.4.2] and [8,
Corollary 3.2].

2.2. Exponential. We start by showing an explicit formula for expn. Note
that expn is given by

expn := Inτ0 +
∞∑

i=1
E(i)τ i =

∞∑
i=0

E(i)τ i,

and that E(0) = In. For an n × n matrix M = [Ma,b], we define the
matrix M (q) as M (q) = [M q

a,b]. From the fundamental functional equation
expn ◦(θIn + N) = ((θIn + N)τ0 + Eτ) ◦ expn, we obtain E(i)(θqi

In + N) =
(θIn + N)E(i) + E · E(i − 1)(q), and thus

E(i) =
∞∑

j=0

ad(N)j(E · E(i − 1)(q)/[i])
[i]j =

2(n−1)∑
j=0

ad(N)j(E · E(i − 1)(q)/[i])
[i]j

for any i ≥ 1 (see [15, Section 5.10] and [27, Section 7.6]).
Similarly to the coefficients L(i), we compute recursions for the coeffi-

cients E(i).

Lemma 2.5. Let 1 ≤ a ≤ n and 1 ≤ b ≤ n. Let E(i)a,b denote the (a, b)th
entry of the matrix E(i):

E(i) =


E(i)1,1 · · · E(i)1,b−1 E(i)1,b · · · ∗

...
...

...
...

...
∗ · · · E(i)a,b−1 E(i)a,b · · · ∗
∗ · · · ∗ E(i)a+1,b · · · ∗
...

...
...

...
...

∗ · · · ∗ ∗ · · · ∗

.

Let E(i)(q)
a,b denote the (a, b)th entry of the matrix E(i)(q).
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(1) Suppose that 1 ≤ a ≤ n − 1 and 2 ≤ b ≤ n. Then, for any i ≥ 1, we
have

E(i)a,b = 1
[i]E(i)a+1,b − 1

[i]E(i)a,b−1.

(2) For any i ≥ 1, we have

E(i)a,b =
b−1∑
j=0

(−1)j

(
n − a + j

j

)( 1
[i]

)n−a+1+j

E(i − 1)(q)
1,b−j .

Proof. This can be proven by using the same technique that was used to
prove Lemma 2.1. For simplicity, the matrix

1
[i]E · E(i − 1)(q) = 1

[i]


0 0 · · · 0
0 0 · · · 0
...

... . . . ...
E(i − 1)(q)

1,1 E(i − 1)(q)
1,2 · · · E(i − 1)(q)

1,n


is denoted by Y .

(1). We compute E(i)a,b as follows:

E(i)a,b =
2(n−1)∑

j=0

ad(N)j(Y )a,b

[i]j =
2(n−1)∑

j=1

ad(N)j(Y )a,b

[i]j

=
2(n−1)∑

j=1

ad(N)j−1(Y )a+1,b − ad(N)j−1(Y )a,b−1
[i]j

=
2(n−1)+1∑

j=1

ad(N)j−1(Y )a+1,b − ad(N)j−1(Y )a,b−1
[i]j

= 1
[i]

2(n−1)∑
j=0

ad(N)j(Y )a+1,b

[i]j − 1
[i]

2(n−1)∑
j=0

ad(N)j(Y )a,b−1
[i]j

= 1
[i]E(i)a+1,b − 1

[i]E(i)a,b−1.

We used ad(N)0(Y )a,b = ad(N)2(n−1)(Y )a+1,b = ad(N)2(n−1)(Y )a,b−1 = 0.

(2). We show item (2) by induction. Note that

Ya,b =
{

0 if a ≤ n − 1,

E(i − 1)(q)
1,b/[i] if a = n.
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First, we compute E(i)a,1. We can write ad(N)j(Y ) = N jY + MN for
some matrix M . Since (MN)a,1 = 0, we obtain

ad(N)j(Y )a,1 = (N jY )a,1 =
{

E(i − 1)(q)
1,1/[i] if j = n − a,

0 if j ̸= n − a,

and hence

E(i)a,1 =
∞∑

j=0

ad(N)j(Y )a,1
[i]j =

E(i − 1)(q)
1,1/[i]

[i]n−a
=
( 1

[i]

)n−a+1
E(i − 1)(q)

1,1.

Next, we compute E(i)n,b. Similarly, we can write ad(N)j(Y ) = NM +
(−1)jY N j for some matrix M . Since (NM)n,b = 0, we obtain

ad(N)j(Y )n,b = (−1)j(Y N j)n,b =
{

(−1)jE(i − 1)(q)
1,b−j/[i] if j ≤ b − 1,

0 if j > b − 1,

and hence

E(i)n,b =
∞∑

j=0

ad(N)j(Y )n,b

[i]j =
b−1∑
j=0

(−1)jE(i − 1)(q)
1,b−j/[i]

[i]j

=
b−1∑
j=0

(−1)j
( 1

[i]

)1+j

E(i − 1)(q)
1,b−j .

Last, we assume that 1 ≤ a < n and 1 < b ≤ n. By the inductive
hypothesis, we have

E(i)a+1,b =
b−1∑
j=0

(−1)j

(
n − (a + 1) + j

j

)( 1
[i]

)n−(a+1)+1+j

E(i − 1)(q)
1,b−j ,

E(i)a,b−1 =
(b−1)−1∑

j=0
(−1)j

(
n − a + j

j

)( 1
[i]

)n−a+1+j

E(i − 1)(q)
1,(b−1)−j .

Using item (1), we obtain

E(i)a,b = 1
[i]E(i)a+1,b − 1

[i]E(i)a,b−1

=
b−1∑
j=0

(−1)j

((
n−a−1+j

j

)
+
(

n−a−1+j

j − 1

))( 1
[i]

)n−a+1+j

E(i − 1)(q)
1,b−j

=
b−1∑
j=0

(−1)j

(
n − a + j

j

)( 1
[i]

)n−a+1+j

E(i − 1)(q)
1,b−j .

Hence, we complete the proof of item (2). □
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The main theorem in this subsection is the following.

Theorem 2.6 (Exponential I). Let 1 ≤ l ≤ n and 1 ≤ m ≤ n. Let (expn)l,m

denote the (l, m)th entry of the matrix expn, and let E(i)l,m denote the
coefficient of τ i of the series (expn)l,m:

(expn)l,m =
∞∑

i=0
E(i)l,mτ i,

and

expn =


(expn)1,1 (expn)1,2 · · · (expn)1,m · · · ∗

...
...

...
...

∗ ∗ · · · (expn)l,m · · · ∗
...

...
...

...
∗ ∗ · · · ∗ · · · ∗

.

(1) For any l and m, the following holds:

(expn)l,m =
m−1∑
j=0

(
l − 1

j

)
∆(l−1)−j

0 (expn)1,m−j .

In particular, the lth entry of the first column is equal to (expn)l,1 =
∆l−1

0 (expn)1,1.
(2) For simplicity, we set C(i) = C(i)exp := Dn

i · E(i). The entries of
the first row are given by

(expn)1,1 =
∞∑

i=0

1
Dn

i

τ i (= En(τ)),

(expn)1,1+m =
∞∑

i=1
E(i)1,1+mτ i =

∞∑
i=1

C(i)1,1+m
1

Dn
i

τ i

=
∞∑

i=1

(
m∑

s=1
(−1)

(
n

s

)
i∑

t=1

(
C(t)1,1+m−s

[t]s
)qi−t)

1
Dn

i

τ i

for any 1 ≤ m ≤ n − 1. Recall that E(0)1,1+m = 0. In particular,
for 1 ≤ m ≤ n − 1, we obtain

C(i)1,1+m =
m∑

s=1
(−1)

(
n

s

)
i∑

t=1

(
C(t)1,1+m−s

[t]s
)qi−t

.

Proof. This can be proven by using the same technique that was used to
prove Theorem 2.3.

(1). First, assume that i = 0. The coefficient E(0)l,m of τ0 on the left hand
side is

E(0)l,m =
{

0 if l ̸= m,

1 if l = m.
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On the other hand, the coefficient of τ0 on the right hand side is

m−1∑
j=0

(
l − 1

j

)
[0](l−1)−jE(0)1,m−j =

(
l − 1

m − 1

)
[0]l−mE(0)1,1 =


0 if l > m,

0 if l < m,

1 if l = m.

Hence, the claim holds for i = 0.
Next, suppose that i ≥ 1. We will show that the equality

E(i)l,m =
m−1∑
j=0

(
l − 1

j

)
[i](l−1)−jE(i)1,m−j

holds, and using induction on l and m, we will prove item (1). By the
inductive hypothesis, we have

E(i)l−1,m =
m−1∑
j=0

(
l − 2

j

)
[i](l−2)−jE(i)1,m−j ,

L(i)l−1,m−1 =
m−2∑
j=0

(
l − 2

j

)
[i](l−2)−jE(i)1,(m−1)−j .

Using Lemma 2.5(1), we obtain

E(i)l,m = [i]E(i)l−1,m + E(i)l−1,m−1

=
m−1∑
j=0

((
l − 2

j

)
+
(

l − 2
j − 1

))
[i](l−1)−jE(i)1,m−j

=
m−1∑
j=0

(
l − 1

j

)
[i](l−1)−jE(i)1,m−j .

Hence, we finish the proof of item (1).

(2). For an n × n matrix M = [Ma,b], we note that M
(q)
a,b is equal to M q

a,b.
Indeed, the former M

(q)
a,b = (M (q))a,b is the (a, b)th entry of M (q), and the

latter M q
a,b = (Ma,b)q is the qth power of the (a, b)th entry of M . Recall

that M (q) = [M q
a,b]. This is useful in the proof.

We prove item (2) using induction on i. First, we compute the diagonal
entry E(i)1,1. When i = 0, we have E(0)1,1 = 1 = 1/Dn

0 . Suppose that
i ≥ 1. By the inductive hypothesis, we have E(i−1)1,1 = 1/Dn

i−1. It follows
from Lemma 2.5(2) that

E(i)1,1 =
( 1

[i]

)n

E(i − 1)(q)
1,1 =

( 1
[i]

)n

E(i − 1)q
1,1 = 1

Dn
i

.

Recall that Di = [i]Dq
i−1. Hence, the first claim has been proven.
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Next, we determine the non-diagonal entry L(i)1,1+m for 1 ≤ m ≤ n − 1.
For simplicity, we set C(i)1,1+m := E(i)1,1+mDn

i . When i = 0, we have
C(0)1,1+m = 0. Suppose that i ≥ 1. We show that

C(i)1,1+m =
m∑

s=1
(−1)

(
n

s

)
i∑

t=1

(
C(t)1,1+m−s

[t]s
)qi−t

.

By the inductive hypothesis, we have

C(i − 1)1,1+m =
m∑

s=1
(−1)

(
n

s

)
i−1∑
t=1

(
C(t)1,1+m−s

[t]s
)qi−1−t

.

It follows from Lemma 2.5(2) and Di = [i]Dq
i−1 that

C(i)1,1+m = E(i)1,1+mDn
i

=

 m∑
j=0

(−1)j

(
n − 1 + j

j

)( 1
[i]

)n+j

E(i − 1)q
1,1+m−j

Dn
i

=
m∑

j=0
(−1)j

(
n − 1 + j

j

)( 1
[i]

)j

E(i − 1)q
1,1+m−jDqn

i−1

=
m∑

j=0
(−1)j

(
n − 1 + j

j

)
C(i − 1)q

1,1+m−j

[i]j .(2.2)

Using the inductive hypothesis, we obtain
m∑

j=0
(−1)j

(
n − 1 + j

j

)
C(i − 1)q

1,1+m−j

[i]j

= C(i − 1)q
1,1+m +

m∑
j=1

(−1)j

(
n − 1 + j

j

)
C(i − 1)q

1,1+m−j

[i]j

=
m∑

s=1
(−1)q

(
n

s

)q i−1∑
t=1

(
C(t)1,1+m−s

[t]s
)qi−t

+
m∑

j=1
(−1)j

(
n − 1 + j

j

)
C(i − 1)q

1,1+m−j

[i]j

=
m∑

s=1
(−1)

(
n

s

)
i−1∑
t=1

(
C(t)1,1+m−s

[t]s
)qi−t

+
m∑

j=1
(−1)j

(
n − 1 + j

j

)
C(i − 1)q

1,1+m−j

[i]j .
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Recall that aq = a for any a ∈ Fq. We transform the last equality as follows:
m∑

s=1
(−1)

(
n

s

)
i−1∑
t=1

(
C(t)1,1+m−s

[t]s
)qi−t

+
m∑

j=1
(−1)j

(
n − 1 + j

j

)
C(i − 1)q

1,1+m−j

[i]j

=
m∑

s=1
(−1)

(
n

s

)
i∑

t=1

(
C(t)1,1+m−s

[t]s
)qi−t

+
m∑

s=1

(
n

s

)
C(i)1,1+m−s

[i]s

+
m∑

j=1
(−1)j

(
n − 1 + j

j

)
C(i − 1)q

1,1+m−j

[i]j .

Next, we check that the sum of the second and third terms equals zero.
It follows from equality (2.2) that

m∑
s=1

(
n

s

)
C(i)1,1+m−s

[i]s +
m∑

j=1
(−1)j

(
n − 1 + j

j

)
C(i − 1)q

1,1+m−j

[i]j

=
m∑

s=1

(
n

s

)m−s∑
j=0

(−1)j

(
n − 1 + j

j

)
C(i − 1)q

1,1+m−s−j

[i]j

 1
[i]s

+
m∑

j=1
(−1)j

(
n − 1 + j

j

)
C(i − 1)q

1,1+m−j

[i]j

=
m∑

s=1

m−s∑
j=0

(
(−1)j

(
n

s

)(
n − 1 + j

j

))
C(i − 1)q

1,1+m−s−j

[i]s+j

+
m∑

j=1
(−1)j

(
n − 1 + j

j

)
C(i − 1)q

1,1+m−j

[i]j .

The next step is key. We transform the last equality as follows:
m∑

s=1

m−s∑
j=0

(
(−1)j

(
n

s

)(
n − 1 + j

j

))
C(i − 1)q

1,1+m−s−j

[i]s+j

+
m∑

j=1
(−1)j

(
n − 1 + j

j

)
C(i − 1)q

1,1+m−j

[i]j

=
m∑

j=1

 j∑
k=0

(−1)j−k

(
n

k

)(
n − 1 + j − k

j − k

) C(i − 1)q
1,1+m−j

[i]j .

By the identity in Lemma 2.2, we see that the last equality is equal to zero.
Hence, the second claim has been proven. □
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Remarks. We can interpret the entries

∆l−m
0 (expn)1,1, ∆l−m+1

0 (expn)1,2, . . . , ∆l−l
0 (expn)1,m

of the first row as generators of (expn)l,m. Comparing Subsection 2.2 with
Subsection 2.1, we find that the properties of expn are similar to those of
the anti-diagonal transpose of logn, that is, the entries (expn)l+1,m+1 and
(logn)n−m,n−l are similar.

We have proven the formula for expn. We can give a more detailed for-
mula for expn. Indeed, all the entries of expn can be expressed by means of
(expn)1,1, (expn)1,1+pr , . . . , (expn)1,1+(n0−1)pr .

Corollary 2.7 (Exponential II). Let n=n0pr, r∈Z≥1, and gcd(n0, p)=1.
(1) Let 1 ≤ m ≤ n − 1. If m is of the form m = m0pr, where m0 ≥ 1

and gcd(m0, p) = 1, then we have

(expn)1,1+m0pr =
∞∑

i=1

 m0∑
s0=1

(−1)
(

n0
s0

)
i∑

t=1

(
C(t)1,1+(m0−s0)pr

[t]s0pr

)qi−t 1
Dn

i

τ i,

where C(i) = Dn
i · E(i) is the modified coefficient of expn.

On the other hand, if m0pr < m < (m0 + 1)pr, where m0 ≥ 0
and gcd(m0, p) = 1, then we have (expn)1,1+m = 0.

(2) Let 1 ≤ l ≤ n and 1 ≤ m ≤ n. Then we have

(expn)l,m =
n0−1∑
k=0

(
l − 1

m − (1 + kpr)

)
∆(l−1)−(m−(1+kpr))

0 (expn)1,1+kpr ,

and so
expn = [(expn)l,m]

=
n0−1∑
k=0

[(
l − 1

m − (1 + kpr)

)
∆(l−1)−(m−(1+kpr))

0 (expn)1,1+kpr

]
.

Proof. This can be proven by using the same technique that was used to
prove Corollary 2.4.

(1). First, suppose that 0 < m < pr. Recall that
(n0pr

s

)
= 0 for 1 ≤ s ≤ m.

Then, it follows from Theorem 2.6(2) that we have

(expn)1,1+m =
∞∑

i=1
C(i)1,1+m

1
Dn

i

τ i

=
∞∑

i=1

(
m∑

s=1
(−1)

(
n

s

)
i∑

t=1

(
C(t)1,1+m−s

[t]s
)qi−t)

1
Dn

i

τ i

= 0.
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In particular, we obtain C(i)1,1+m = 0 for any i when 1 < 1 + m < 1 + pr.
Second, assume that m = pr. Recall that

(n0pr

pr

)
=
(n0

1
)
, and

(n0pr

s

)
= 0 if

1 ≤ s < pr. By Theorem 2.3(2), we have

(expn)1,1+pr =
∞∑

i=1

 pr∑
s=1

(−1)
(

n

s

)
i∑

t=1

(
C(t)1,1+pr−s

[t]s
)qi−t

 1
Dn

i

τ i

=
∞∑

i=1

(
(−1)

(
n0
1

)
i∑

t=1

(
C(t)1,1

[t]pr

)qi−t)
1

Dn
i

τ i.

Third, suppose that pr < m < 2pr. Note that C(t)1,1+m−pr = 0 for 1 <
1 + m − pr < 1 + pr. By Theorem 2.6(2), we have

(expn)1,1+m =
∞∑

i=1
C(i)1,1+m

1
Dn

i

τ i

=
∞∑

i=1

(
(−1)

(
n0
1

)
i∑

t=1

(
C(t)1,1+m−pr

[t]pr

)qi−t)
1

Dn
i

τ i

= 0.

In particular, we obtain C(i)1,1+m = 0 for any i when 1 + pr < 1 + m <
1 + 2pr. Fourth, assume that l = 2pr. By Theorem 2.6(2), we have

(expn)1,1+2pr =
∞∑

i=1

(
(−1)

(
n0
1

)
i∑

t=1

(
C(t)1,1+pr

[t]pr

)qi−t

+ (−1)
(

n0
2

)
i∑

t=1

(
C(t)1,1
[t]2pr

)qi−t )
1

Dn
i

τ i.

Repeating the above computations, we can show item (1).

(2). It follows from Theorem 2.6(2) and item (1). □

Having proven the explicit formula for expn, from now on, we present
applications. Recall that A = Fq[θ]. Let a =

∑deg a
k=0 akθk ∈ A, and let d[a]n

denote the coefficient of τ0 of C⊗n(a). Note that d[θ]n = θIn + N and
d[1]n = In. Since C⊗n is an Fq-algebra homomorphism, we have

C⊗n(a) =
deg a∑
k=0

akC⊗n(θk) =
deg a∑
k=0

ak(C⊗n(θ))k,

and so

d[a]n =
deg a∑
k=0

akd[θk]n =
deg a∑
k=0

akd[θ]kn.
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For convenience, we write the (i, j)th entry of d[a]n (resp. d[θ]kn) as d(a)i,j

(resp. c(θ)(k)
i,j ), that is, d[a]n = [d(a)i,j ] (resp. d[θ]kn = [c(θ)(k)

i,j ]). Let ∂j
θ :

A → A denote the jth hyperderivative defined by

∂j
θa =

deg a∑
k=0

ak

(
k

j

)
θk−j .

It is well known that

∂j
θ(ab) =

j∑
k=0

∂k
θ a · ∂j−k

θ b,

∂i
θ(∂j

θa) =
(

i + j

j

)
∂i+j

θ a,

∂j
θapr =

{
(∂j0

θ a)pr if j = j0pr,

0 if otherwise.

See [21] and [22] for the definition and properties of hyperderivatives.
Using the hyperderivatives, all the entries of d[a]n can be explicitly de-

termined. The proof is elementary, but we provide it here for completeness.

Lemma 2.8. Let a =
∑deg a

k=0 akθk ∈ A. Then the entry d(a)i,j of the matrix
d[a]n equals ∂j−i

θ a, namely, d(a)i,j = ∂j−i
θ a. In particular, for the entry

c(θ)(k)
i,j of the matrix d[θk]n, we obtain

c(θ)(k)
i,j = ∂j−i

θ θk =
(

k

j − i

)
θk−(j−i).

Proof. For simplicity, we set di,j := d(a)i,j and c
(k)
i,j := c(θ)(k)

i,j . Since ∂j
θ is

Fq-linear, we have ∂j−i
θ a =

∑deg a
k=0 ak∂j−i

θ θk. Note that di,j =
∑deg a

k=0 akc
(k)
i,j .

It is sufficient to show c
(k)
i,j = ∂j−i

θ θk. Recall that d[θk]n = (θIn + N)k for
all k.

By induction on k, we show that [c(k)
i,j ] = (θIn+N)k. When k = 0, we have

[c(0)
i,j ] = (θIn +N)0 = In = [

( 0
j−i

)
θ0−(j−i)]. Recall that

(0
0
)

= 1, and
( 0

j−i

)
= 0

for j ̸= i. When k = 1, we have [c(1)
i,j ] = θIn + N = [

( 1
j−i

)
θ1−(j−i)]. Recall

also that
( 1

j−i

)
= 1 for j = i, i + 1, and

( 1
j−i

)
= 0 otherwise. We suppose

that [c(k)
i,j ] = (θIn + N)k = [

( k
j−i

)
θk−(j−i)] is true, which is an inductive

hypothesis. Then we can compute the equality [c(k+1)
i,j ] = (θIn + N)k+1 as
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follows:

[c(k+1)
i,j ] = (θIn + N)k+1 = (θIn + N)k(θIn + N)

=
[(

k

j − i

)
θk−(j−i)

] [(
1

j − i

)
θ1−(j−i)

]

=
[

n∑
s=1

(
k

s − i

)
θk−(s−i)

(
1

j − s

)
θ1−(j−s)

]

=
[((

k

j − i

)(
1
0

)
+
(

k

j − 1 − i

)(
0
0

))
θk−(j−i)

]

=
[(

k + 1
j − i

)
θk−(j−i)

]
,

and hence, we finish the proof. □

We now recall the results of Anderson–Thakur [2], Maurischat [21], and
Namoijan and Papanikolas [22], respectively. We write the matrix size n as
n = n0pr, where r ∈ Z≥0 and gcd(n0, p) = 1. In 1990 Anderson and Thakur
determined the period lattice Λn := Ker(expn) of C⊗n:

Λn = {d[a]nλ | a ∈ A},

where λ := t(λ1, . . . , λn−1, π̃n) ∈ Cn
∞ with the last coordinate λn = π̃n

(see [2, Corollary 2.5.8]). In 2018 Maurischat proved that the vector λ is
equal to

λ = t(
pr︷ ︸︸ ︷

0, . . . , 0, λpr , . . . ,

pr︷ ︸︸ ︷
0, . . . , 0, λ(n0−1)pr ,

pr︷ ︸︸ ︷
0, . . . , 0, π̃n) ∈ Cn

∞,

and moreover that all the coordinates λpr , . . . , λ(n0−1)pr are nonzero (see [21,
Corollary 8.5]). In 2021 Namoijam and Papanikolas [22] stated that for
1 ≤ j0 ≤ n0, the coordinate λj0pr is given by

λj0pr = (−1)n(∂n0−j0
t Ω−n0)pr |t=θ,

where Ω is the Anderson–Thakur power series

Ω := (−θ)−q/(q−1)
∞∏

i=1

(
1 − t

θqi

)
,

and Ω|t=θ = −1/π̃. Here (−θ)1/(q−1) is a fixed (q − 1)th root of −θ in k∞.
Combining the above results with Lemma 2.8, the period d[a]nλ is then
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given by

d[a]nλ = (−1)n
n0∑

j0=1


(∂j0pr−1

θ a)(∂n0−j0
t Ω−n0)pr |t=θ

(∂j0pr−2
θ a)(∂n0−j0

t Ω−n0)pr |t=θ
...

(∂j0pr−n
θ a)(∂n0−j0

t Ω−n0)pr |t=θ

 .

In particular, the last coordinate can be computed as

(−1)n
n0∑

j0=1
(∂j0pr−n

θ a)(∂n0−j0
t Ω−n0)pr |t=θ = (−1)n(∂0

θ a)(∂0
t Ω−n0)pr |t=θ

= aπ̃n.

In conclusion, we have the following.

Corollary 2.9. Let e1(z), e2(z), . . . , en(z) be the coordinates of expn(z). If
z = t(z1, . . . , zn) ∈ Cn

∞ is a nonzero common zero of e1(z), e2(z), . . . , en(z),
then we have zn ̸= 0. Or equivalently,{

z = t(z1, . . . , zn−1, 0) ∈ Cn
∞
∣∣ e1(z) = e2(z) = · · · = en(z) = 0

}
= {0}.

In particular, we have{
z ∈ C∞

∣∣ En(z) = ∆0En(z) = · · · = ∆n−1
0 En(z) = 0

}
= {0}.

Proof. The second claim follows from the first claim and Corollary 2.7. In
fact, we have el(z) = ∆l−1

0 En(z) for all l if we restrict z to z = t(z, 0, . . . , 0).
Hence, we prove the first claim only.

It is obvious that z = 0 is a common zero. Conversely, suppose that
z = t(z1, . . . , zn−1, 0) is a common zero. By definition, this element z is in
the period lattice Λn, so there exists an element a ∈ A such that d[a]nλ = z.
Since the last coordinate of d[a]nλ equals aπ̃n, we obtain aπ̃n = 0, and so
a = 0. From d[0]n = 0, we have z = d[0]nλ = 0. □

Remarks. We note that the above corollary also follows from [32, Theo-
rem 2.3].

From now on, we suppose that n0 = 1, namely, n = pr. Then, we can
prove the following.

Corollary 2.10. Suppose that n = pr.
(1) The matrix exppr is lower triangular. More precisely, we have

(exppr )l,m =
(

l − 1
m − 1

)
∆l−m

0 Epr ,
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that is,

exppr =


Epr 0 0 · · · 0

∆0Epr Epr 0 · · · 0
∆2

0Epr

(
2
1

)
∆0Epr Epr · · · 0

...
...

...
. . .

...
∆pr−1

0 Epr

(
pr−1

1

)
∆pr−2

0 Epr

(
pr−1

2

)
∆pr−3

0 Epr · · · Epr

.

(2) The element

d[a]pr λ = t((∂pr−1
θ a)π̃pr

, (∂pr−2
θ a)π̃pr

, . . . , (∂θa)π̃pr
, aπ̃pr )

is a period in Λpr for any a ∈ A. That is, for each 1 ≤ l ≤ pr, we
have

l∑
m=1

(
l − 1

m − 1

)
∆l−m

0 Epr ((∂pr−l
θ a)π̃pr ) = 0.

In particular, we have Epr ((∂pr−1
θ a)π̃pr ) = 0 when l = 1.

Proof. Recall that n = pr.

(1). First, we consider (expn)1,1+m for 1 ≤ m ≤ n − 1. Since
(pr

s

)
= 0 for

1 ≤ s ≤ n − 1, we obtain (expn)1,1+m = 0 from Theorem 2.6(2). Next,
suppose that 1 ≤ l ≤ n and 1 ≤ m ≤ n. It follows from Theorem 2.6(1)
and the first claim that (expn)l,m =

( l−1
m−1

)
∆l−m

0 (expn)1,1. Then we have
(expn)l,m = 0 for l < m since

( l−1
m−1

)
= 0 for l < m.

(2). From [21, Corollary 8.5], we have λ = t(0, . . . , 0, π̃n). By Lemma 2.8,
we have

d[a]nλ = t((∂n−1
θ a)π̃n, (∂n−2

θ a)π̃n, . . . , (∂θa)π̃n, aπ̃n).

Since d[a]nλ ∈ Λn from [2, Corollary 2.5.8], we finish the proof by using
item (1). □

Remarks.
(1) Fix a =

∑deg a
k=0 akθk ∈ A. It is known that

Epr ((aπ̃)pr ) =
∞∑

i=0

1
Dpr

i

((aπ̃)pr )qi = (eC(aπ̃))pr = Ca(eC(π̃)) = 0,

that is, (aπ̃)pr is a zero of Epr (z).
We can prove this using the corollary above, which we will now

demonstrate. Fix s such that 1 ≤ s ≤ pr. First, we know that(kpr+pr−s
pr−s

)
= 1, which follows from induction on r and j

(i
j

)
= i
(i−1

j−1
)
.

From this, we have ∂pr−s
θ θkpr+pr−s = θkpr . Next, for any t with

1 ≤ t < s, we see that
(kpr+pr−s

pr−t

)
= 0, which follows from

(i
j

)
=
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j−1
)
+
(i−1

j

)
. Define a new polynomial α =

∑deg a
k=0 apr

k θkpr+pr−s ∈ A

by using the coefficients of the above polynomial a. Then, we obtain

∂pr−s
θ α =

deg a∑
k=0

apr

k ∂pr−s
θ θkpr+pr−s =

deg a∑
k=0

apr

k θkpr = apr
,

∂pr−t
θ α =

deg a∑
k=0

apr

k ∂pr−t
θ θkpr+pr−s = 0, (for any 1 ≤ t < s).

Therefore, by the corollary above, we obtain

d[α]pr λ = t((∂pr−1
θ α)π̃pr

, . . . , (∂pr−(s−1)
θ α)π̃pr

, (∂pr−s
θ α)π̃pr

, . . . , απ̃pr )
= t(0, . . . , 0, (aπ̃)pr

, . . . , απ̃pr ) ∈ Λpr .

Hence, Epr ((aπ̃)pr ) = 0, and we have finished the proof.
Unfortunately, we cannot get a nontrivial zero of ∆pr−l

0 Epr using
this approach.

(2) Recall that expn(logn(z)) = z. From Corollaries 2.4(3) and 2.10(1),
we can obtain many relations between Epr , ∆0Epr , . . . , ∆pr−1

0 Epr and
Lpr , ∆0Lpr , . . . , ∆pr−1

0 Lpr . For example,
Epr (Lpr (z)) = z,

l∑
m=1

(
l − 1

m − 1

)
∆(l−1)−(m−1)

0 Epr (∆m−1
0 Lpr (z)) = 0, (for any 2 ≤ l ≤ pr),

which is similar to (X + Y )l−1 =
∑l

m=1
( l−1

m−1
)
X(l−1)−(m−1)Y m−1.

(3) The pr + 1 functions e1(z), . . . , epr (z) and zpr are algebraically in-
dependent over C∞, where

el(z) =
l∑

m=1

(
l − 1
m − 1

) ∞∑
i=0

[i]l−m

Dn
i

zqi

m,

that is, there exists no nonzero polynomial P ∈ C∞[X1, . . . , Xpr ,
Xpr+1] such that

P (e1(z), . . . , epr (z), zpr ) = 0
for all z = t(z1, . . . , zpr ) ∈ Cpr

∞. This follows from [32, Corollary 1.8].

3. Applications

We begin this section by presenting relations between entries of expn

and the Thakur hypergeometric function (or the exp-type hypergeometric
function) Fexp, which was defined in [25, 26, 27], and as well as relations be-
tween entries of logn and the log-type hypergeometric function Flog, which
was defined in [17]. Next, we investigate the convergence of Flog. As an
application, we study the transcendence of Flog.
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Let [0] = 0 and [i] = θqi − θ, D0 = 1 and Di = [i]Dq
i−1, and L0 = 1 and

Li = (−[i])Li−1. Assume that a1, a2, . . . , ar and b1, b2, . . . , bs are integers.
First, we present the hypergeometric function introduced by Thakur [25,
26]. The Thakur hypergeometric function Fexp is defined as

Fexp((a); (b); τ) = FC,exp(a1, a2, . . . , ar; b1, b2, . . . , bs; τ)

:=
∞∑

i=0

(a1)Thakur
i (a2)Thakur

i · · · (ar)Thakur
i

(b1)Thakur
i (b2)Thakur

i · · · (bs)Thakur
i

τ i

Di
,

where the Pochhammer–Thakur symbol (a)Thakur
i is given by

(a)i = (a)Thakur
i :=


Dq−(a−1)

i+a−1 if a ≥ 1,

1/Lqi

−a−i if a ≤ −i,

0 if −i < a ≤ 0

(see [27, Section 6.5]). Next, we present the other hypergeometric function.
The log-type hypergeometric function Flog is defined as

Flog((a); (b); τ) = FC,log(a1, a2, . . . , ar; b1, b2, . . . , bs; τ)

:=
∞∑

i=0

(a1)FF
i (a2)FF

i · · · (ar)FF
i

(b1)FF
i (b2)FF

i · · · (bs)FF
i

τ i

Li
,

where the symbol (a)FF
i , a function-field analogue of the Pochhammer sym-

bol, is given by

(a)i = (a)FF
i :=

{
1 if i = 0,

[a][a + 1][a + 2] · · · [a + i − 1] if i ≥ 1

(see [17]). We use the symbol (a)Thakur
i for the exp-type Fexp, and the

symbol (a)FF
i for the log-type Flog, so even with the use of the notation (a)i

dropped the markings “Thakur” and “FF”, we do not get confusing.
If bj > 0 for all j, then Fexp((a); (b); τ) and Flog((a); (b); τ) are well

defined. From now on, we assume that bj > 0 for all j. If aj ≤ 0 for some
j, then these are polynomial in τ .

3.1. Specializations of the hypergeometric functions. In the sub-
section, we consider specializations of Fexp and Flog. Recall that

En :=
∞∑

i=0

1
Dn

i

τ i and Ln :=
∞∑

i=0

1
Ln

i

τ i.

In what follows, we show that all of the series En, ∆0En, . . . , ∆n−1
0 En are

specializations of Fexp.
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Proposition 3.1. Let 1 ≤ l ≤ n − 1. Then the following holds.

(1) We obtain En(z) = Fexp(−; 1n−1; z), where
a︷ ︸︸ ︷

1, 1, . . . , 1 is denoted
by 1a.

(2) We obtain
∆l

0En(z) = Fexp(−; 2n−l, 1l−1; z)q,

where
a︷ ︸︸ ︷

2, 2, . . . , 2,

b︷ ︸︸ ︷
1, 1, . . . , 1 is denoted by 2a, 1b.

Proof. In this proof, the symbol (a)Thakur
i is written as (a)i.

(1). Recall that (1)i = Di. Item (1) follows from the definition of Fexp.

(2). Recall that (2)q
i = Di+1 and (1)q

i [i + 1] = Di+1. We can compute
Fexp(−; 2n−l, 1l−1; z)q as follows:

Fexp(−; 2n−l, 1l−1; z)q =
( ∞∑

i=0

1
(2)n−l

i (1)l−1
i

zqi

Di

)q

=
∞∑

i=0

1
Dn−l

i+1 (Di+1/[i + 1])l−1
zqi+1

Di+1/[i + 1]

=
∞∑

i=0

[i + 1]l

Dn
i+1

zqi+1 =
∞∑

i=1

[i]l

Dn
i

zqi

=
∞∑

i=0

[i]l

Dn
i

zqi = ∆l
0En(z),

thus completing the proof. □

Next, we prove that all of the series Ln, (−∆0)Ln, . . . , (−∆0)n−1Ln are
specializations of Flog.

Proposition 3.2. Let 1 ≤ m ≤ n − 1, and let ζ be a fixed (q − 1)th root of
−1 in Fq2, that is, ζq−1 = −1. Then the following holds.

(1) We obtain Ln(z) = ζ−(n−1)Flog(−; 1n−1; ζn−1z).
(2) We obtain

(−∆0)mLn(z) = ζ−(n−1) (−1)m−1

[1]n−m
Flog(−; 2n−m, 1m−1; (ζn−1z)q).

(3) Let z = t(z1, . . . , zn), and let ln(z) denote the last coordinate of
logn(z). Then we obtain

ln(z) = ζ−(n−1)
n−1∑
m=1

(−1)m+1

[1]n−m
Flog(−; 2n−m, 1m−1; (ζn−1zn−m)q)

+ ζ−(n−1)Flog(−; 1n−1; ζn−1zn).
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Proof. In this proof, the symbol (a)FF
i is wrtiten as (a)i.

(1). Note that Li = (−1)i(1)i and that

ζ(n−1)qi = ζn−1 · ζ(n−1)(qi−1) = ζn−1 · (−1)(n−1)(1+q+···+qi−1)

= ζn−1 · (−1)(n−1)i.

We can compute Flog(−; 1n−1; ζn−1z) as follows:

Flog(−; 1n−1; ζn−1z) =
∞∑

i=0

1
(1)n−1

i

(ζn−1z)qi

Li

=
∞∑

i=0

(−1)(n−1)i

Ln−1
i

ζn−1(−1)(n−1)izqi

Li

= ζn−1Ln(z).

(2). Note that (1)i[i + 1] = (1)i+1 and [1](2)i = (1)i+1. Recall that

(−∆0)mLn(z) =
∞∑

i=0

(−[i])m

Ln
i

zqi =
∞∑

i=1

(−[i])m

Ln
i

zqi
.

We can compute Flog(−; 2n−m, 1m−1; (ζn−1z)q) as follows:

Flog(−; 2n−m, 1m−1; (ζn−1z)q) =
∞∑

i=0

1
(2)n−m

i (1)m−1
i

((ζn−1z)q)qi

Li

=
∞∑

i=0

[1]n−m[i + 1]m−1

(1)n−m
i+1 (1)m−1

i+1

ζn−1(−1)(n−1)(i+1)zqi+1

Li+1/(−[i + 1])

= ζn−1[1]n−m(−1)m−1
∞∑

i=0

(−[i + 1])m

Ln
i+1

zqi+1

= ζn−1[1]n−m(−1)m−1
∞∑

i=1

(−[i])m

Ln
i

zqi

= ζn−1[1]n−m(−1)m−1(−∆0)mLn(z).

(3). It follows from Theorem 2.3 that

ln(z) =
n−1∑
m=0

(−∆0)mLn(zn−m).

When m = 0, we have Ln(zn) = ζ−(n−1)Flog(−; 1n−1; ζn−1zn) by item (1).
When 1 ≤ m ≤ n − 1, we have

(−∆0)mLn(zn−m) = ζ−(n−1) (−1)m−1

[1]n−m
Flog(−; 2n−m, 1m−1; (ζn−1zn−m)q)

from item (2), and the proof is finished. □
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Remarks. Let ζ be a fixed (q − 1)th root of −1 in Fq2 . Note that ζqr−1 =
(−1)qr−1+···+q+1 = (−1)r.

(1) Kochubei [18, 19, 20] defined the function ℓn(z) as

ℓn(z) :=
∞∑

i=1

zqi

[i]n ,

which is also a specialization of Flog. In fact, we obtain

Flog(1n+1; 2n; ζzq) = ζ · [1]nℓn(z).

(2) Suppose that n = q2r. Then we have ζn−1 = (−1)2r = 1, and thus

Ln(z) = Flog(−; 1n−1; z),

(−∆0)mLn(z) = (−1)m+1

[1]n−m
Flog(−; 2n−m, 1m−1; zq).

3.2. Convergences of the hypergeometric functions. In this sub-
section, we study the convergences of Fexp and Flog, respectively. We set
deg(x) := −v∞(x) and see that deg(a) = degθ(a) for any a ∈ A = Fq[θ].

Thakur proved the following fact.

Fact ([25, Subsection 2.2] and [27, Remarks 6.5.3(1)]). Suppose that a1, a2,
. . . , ar and b1, b2, . . . , bs are positive integers. Then the convergence of the
series Fexp((a); (b); z) is as follows.

(1) If r > s + 1, then the series converges for z = 0 only.
(2) If r < s + 1, then the series converges for all z.
(3) If r = s + 1, then the series converges for z with

deg z <
s∑

β=1
(bβ − 1) −

r∑
α=1

(aα − 1).

Next, we show the convergence of the other function Flog.

Proposition 3.3. Suppose that a1, a2, . . . , ar and b1, b2, . . . , bs are positive
integers. Set

ρ = ρ(Flog) := q

q − 1

 r∑
α=1

qaα−1 −
s∑

β=1
qbβ−1 − 1

 .

(1) If ρ < 0, then Flog((a); (b); z) converges for z with deg z < −ρ, and
diverges for z with deg z > −ρ.

(2) If ρ = 0, then Flog((a); (b); z) converges for z = 0 only. If ρ > 0,
then Flog(z) does not converge for all z.

Proof. We prove the claim by using [15, Proposition 2.4]. In this proof, the
symbol (a)FF

i is written by (a)i. Note that deg z = −v∞(z).
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Let a > 0. It follows from [a] = θqa −θ and (a)i = [a][a+1] · · · [a+(i−1)]
that deg(a)i = qa + qa+1 + · · · + qa+(i−1) = qa(qi − 1)/(q − 1). Recall that
(1)i = (−1)iLi. Therefore, we have

deg (a1)i(a2)i · · · (ar)i

(b1)i(b2)i · · · (bs)i

1
Li

= (qi − 1)ρ,

and thus the order of convergence of Flog(z) is equal to

lim
i→∞

deg (a1)i(a2)i · · · (ar)i

(b1)i(b2)i · · · (bs)i

1
Li

· 1
qi

= ρ.

Hence, Flog((a); (b); z) converges if deg z < −ρ, and diverges if deg z >
−ρ. □

Remarks. Let 1 ≤ m ≤ n. If deg z < −ρ = (nq/(q − 1) − m)q, then
Flog(−; 2n−m, 1m−1; z) converges. Note that ρ = (m − nq/(q − 1))q < 0.
Remarks. Assume that a1, a2, . . . , ar and b1, b2, . . . , bs are positive inte-
gers.

(1) Suppose that r < s + 1. It is known that FC,exp((a); (b); τ) =∑
i≥0 αiτ

i is an Eq-function in the sense of Yu (see Remarks in [28]
for a proof and [31] for the definition of an Eq-function). Note that
deg αi = ((r − s − 1)i +

∑r
α=1(aα − 1) −

∑s
β=1(bβ − 1))qi = O(iqi).

(2) The other function FC,log((a); (b); τ) =
∑

i≥0 βiτ
i is not an Eq-

function because it is not entire. Note that deg βi = ρqi = O(qi).
It has been shown in the classical setting that algebraic functions,
the polylogarithm Lin(z), and the Gauss hypergeometric function
FClassical with rational parameters are G-functions in the sense of
Siegel (see [3] and [12]). In the function-field setting, the notion of
G-functions has not been defined yet. It is important to study such
a notion, but we leave this task for a future paper.

3.3. Transcendence results for hypergeometric functions. In this
subsection, we prove transcendences for Fexp and Flog. In the classical set-
ting, a complex number that is not algebraic over Q is said to be transcen-
dental over Q. Similarly, in the function-field setting, an element in C∞ that
is not in k is called transcendental over k. Recall that k is the algebraic
closure of k = Fq(θ) in C∞. Note that k equals the algebraic closure of k

inside k∞.
In 1882 the transcendence of π was shown by Lindemann. As its function-

field analogue, in 1941 Wade [29] proved that π̃C is transcendental over k.
Recall that π̃C is an analogue of 2πi, and that e2πi = 0 and eC(π̃C) = 0. In
1873 the transcendence of e was shown by Hermite. In general, it is known
that {γ ∈ Q | eγ ∈ Q} = {0}. Its function-field analogue is

{γ ∈ k | eC(γ) ∈ k} = {0}(3.1)
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(see, for example, [31, Theorem 5.1], [27, Theorem 10.2.2], and [28, The-
orem 3]). In 1929 Siegel proved that {γ ∈ Q | J0(γ) ∈ Q} = {0}, where
J0(z) :=

∑∞
i=0

(−1)i

i!i!
(

z
2
)2i is the Bessel function (see [24, Hauptsatz]). Its

function-field analogue is

{γ ∈ k | Jm(γ) ∈ k} = {0},(3.2)

where Jm(z) :=
∑∞

i=0
zqm+i

Dm+iD
qm

i

for m ∈ Z≥0 is the Bessel–Carlitz function
(see, for example, [28, Theorem 3]).

In the classical setting, the functions ez, log(z), and J0(z) are transcen-
dental functions. Intuitively, the transcendental functions f(z) can be ex-
pected to take transcendental values f(γ) at almost all algebraic points γ,
but this is incorrect for the Gauss hypergeometric function with rational
parameters. Let FClassical(a, b; c; z) be the Gauss hypergeometric function:

FClassical(a, b; c; z) :=
∞∑

i=0

(a)i(b)i

(c)i

zi

i! , (for |z| < 1),

where (a)i = (a)(a + 1) . . . (a + i − 1) denotes the Pochhammer symbol. Let
EClassical(a, b; c) be the exceptional set:

EClassical(a, b; c) := {γ ∈ Q | FClassical(γ) ∈ Q}.

The following is known.

Fact (Wolfart [30], Cohen–Wüstholz [9], and Edixhoven–Yafaev [13]). As-
sume that a, b, c ∈ Q and c ̸= 0, −1, −2, . . . . Then the monodromy group
of FClassical(a, b; c; z) is arithmetic if and only if the set EClassical(a, b; c) is
infinite.

In the function-field setting, it is natural to investigate the exceptional
sets for the Thakur hypergeometric function Fexp((a); (b); z) and the log-
type hypergeometric function Flog((a); (b); z). We define the exceptional
sets Eexp((a); (b)) and Elog((a); (b)) as

Eexp((a); (b)) := {γ ∈ k | Fexp((a); (b); γ) ∈ k},

Elog((a); (b)) := {γ ∈ k | Flog((a); (b); γ) ∈ k},

respectively. The sets Eexp((a); (b)) and Elog((a); (b)) are not both empty:
0 ∈ Eexp((a); (b)) and 0 ∈ Elog((a); (b)). We can rewrite facts (3.1) and (3.2)
as

Eexp(−; −) = {0} and Eexp(−; m + 1) = {0}.

Note that eC(z) = Fexp(−; −; z) and Jm(z) = Fexp(−; m + 1; z)qm .
For the Thakur hypergeometric function Fexp((a); (b); z), the following

holds.
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Proposition 3.4. Suppose that r < s+1, and that a1, . . . , ar and b1, . . . , bs

are positive integers. Let R denote the set defined by

R := {γ ∈ k | the separable degree [k(γ) : k]s < q}.

Then, for all γ ∈ R\{0}, the special value Fexp((a); (b); γ) is transcendental
over k, that is,

R \ {0} ⊆ k \ Eexp((a); (b)).

In particular, for all γ ∈ R \ {0}, the value ∆l−1
0 En(γ) = el(t(γ, 0, . . . , 0)),

the entry of the first column of expn, is transcendental over k.

Proof. The first claim immediately follows from [28, Theorem 2]. In the
proof of the second claim, we use Theorem 2.6 and Proposition 3.1:

el(t(z, 0, . . . , 0))

=
{

En(z) = Fexp(−; 1n−1; z),
∆l−1

0 En(z) = Fexp(−; 2n−(l−1), 1(l−1)−1)q, (for any 2 ≤ l ≤ n).

Using this and the first claim, we complete the proof. □

For the log-type hypergeometric function Flog((a); (b); z), the following
holds.

Theorem 3.5. Let ζ be a fixed (q − 1)th root of −1 in Fq2.
(1) Let zn ∈ k. Assume that deg zn < nq/(q − 1). If Flog(−; 1n−1; zn) is

nonzero, then it is transcendental over k, and so zn /∈ Elog(−; 1n−1).
That is,

Elog(−; 1n−1) = {γ ∈ k | Flog(−; 1n−1; γ) = 0}.

(2) Let m ≥ 1, and let zn−m ∈ k. Assume that deg zn−m < (nq/(q −
1) − m)q. If Flog(−; 2n−m, 1m−1; zn−m) is nonzero, then it is tran-
scendental over k, and so zn−m /∈ Elog(−; 2n−m, 1m−1). That is,

Elog(−; 2n−m, 1m−1) = {γ ∈ k | Flog(−; 2n−m, 1m−1; γ) = 0}.

Proof. Before we prove items (1) and (2), we recall several facts. Note that
the elements ζ and [1] are algebraic: ζ, [1] ∈ k. From [32, Theorem 2.3], we
know that ln(z) is either zero or transcendental.

(1). Set z = t(0, · · · , 0, ζ−(n−1)zn) ∈ k
n. By Proposition 3.2 (3), we have

ln(z) = ζ−(n−1)Flog(−; 1n−1; zn).

Since Flog(−; 1n−1; zn) is nonzero from the assumption, it is transcendental
over k.
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(2). Set z = t(0, · · · , 0, ζ−(n−1)z
1/q
n−m, 0, · · · , 0) ∈ k

n. By Proposition 3.2(3),
we have

ln(z) = ζ−(n−1) (−1)m−1

[1]n−m
Flog(−; 2n−m, 1m−1; zn−m).

Since Flog(−; 2n−m, 1m−1; zn−m) is nonzero from the assumption, it is tran-
scendental over k. □

Remarks.
(1) If aj ≤ 0 for some j, then Fexp((a); (b); z) and Flog((a); (b); z) are

polynomials, namely, algebraic functions. Hence, we obtain
k = Eexp((a); (b)) and k = Elog((a); (b)).

(2) In the classical setting, it is well known that
{γ ∈ Q | log γ ∈ Q} = {γ ∈ Q | log γ = 0} = {1},

which is an analogue for item (1) in the theorem above. In fact,
item (1) can be rewritten as

{γ ∈ k | Flog(−; 1n−1; γ) ∈ k} = {γ ∈ k | Ln(ζ−(n−1)γ) = 0}.

In particular, when n=1, we have Elog(−; −)={γ ∈k | logC(γ)=0}.
(3) In the theorem above, we studied transcendences for the special

parameters
(a) = − and (b) = 2n−m, 1m−1.

In a future paper, we will investigate the transcendences for the
other parameters (a) and (b).
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