# TOURNAL <br> <br> de Théorie des Nombres <br> <br> de Théorie des Nombres <br> de Bordeaux 

anciennement Séminaire de Théorie des Nombres de Bordeaux

Roswitha HOFER et Gerhard LARCHER
The exact order of discrepancy for Levin's normal number in base 2
Tome 35, n ${ }^{\circ} 3$ (2023), p. 999-1023.
https://doi.org/10.5802/jtnb. 1271
© Les auteurs, 2023.
(cc) BY-ND Cet article est mis à disposition selon les termes de la licence Creative Commons attribution - pas de modification 4.0 France. http://creativecommons.org/licenses/by-nd/4.0/fr/


## MERSENNE

Le Journal de Théorie des Nombres de Bordeaux est membre du
Centre Mersenne pour l'édition scientifique ouverte
http://www.centre-mersenne.org/

# The exact order of discrepancy for Levin's normal number in base 2 

par Roswitha HOFER et Gerhard LARCHER

RÉSumé. Dans [4], Mordechay B. Levin a construit un nombre $\alpha$ qui est normal en base 2 et tel que la suite $\left\{2^{n} \alpha\right\}_{n=0,1,2, \ldots}$ a une très faible discrépance $D_{N}$. En effet, nous avons $N \cdot D_{N}=\mathcal{O}\left((\log N)^{2}\right)$. Cela signifie que $\alpha$ est un nombre normal de très haute qualité. Dans cet article, nous montrons que cette estimation est la meilleure possible, c'est-à-dire que $N \cdot D_{N} \geq c \cdot(\log N)^{2}$ pour une infinité de $N$.

Abstract. Mordechay B. Levin in [4] has constructed a number $\alpha$ which is normal in base 2 , and such that the sequence $\left\{2^{n} \alpha\right\}_{n=0,1,2, \ldots}$ has very small discrepancy $D_{N}$. Indeed we have $N \cdot D_{N}=\mathcal{O}\left((\log N)^{2}\right)$. That means, that $\alpha$ is normal of extremely high quality. In this paper we show that this estimate is best possible, i.e., $N \cdot D_{N} \geq c \cdot(\log N)^{2}$ for infinitely many $N$.

## 1. Introduction and statement of the result

A real number $\alpha \in[0,1)$ is called "normal in base 2 " if in its base 2 representation $\alpha=0 . \alpha_{1}, \alpha_{2} \ldots$ the following holds: For every positive integer $k$ and any 0-1 block $a_{1} a_{2} \ldots a_{k} \in\{0,1\}^{k}$ of length $k$ we have

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \#\left\{0 \leq n<N \mid \alpha_{n+1} \alpha_{n+2} \ldots \alpha_{n+k}=a_{1} a_{2} \ldots a_{k}\right\}=\frac{1}{2^{k}}
$$

Of course this is equivalent with the following, seemingly more general, property: For any two blocks $a_{1} \ldots a_{k}$ and $b_{1} \ldots b_{k}$ in $\{0,1\}^{k}$ we say that $a_{1} \ldots a_{k} \prec b_{1} \ldots b_{k}$ iff $0 . a_{1} \ldots a_{k}<0 . b_{1} \ldots b_{k}$. (resp. $a_{1} \ldots a_{k} \preceq b_{1} \ldots b_{k}$ iff $\left.0 . a_{1} \ldots a_{k} \leq 0 . b_{1} \ldots b_{k}\right)$. Then

$$
\begin{array}{r}
\lim _{N \rightarrow \infty} \frac{1}{N} \#\left\{0 \leq n<N \mid a_{1} a_{2} \ldots a_{k} \preceq \alpha_{n+1} \ldots \alpha_{n+k} \prec b_{1} \ldots b_{k}\right\}  \tag{1.1}\\
=0 . b_{1} \ldots b_{k}-0 . a_{1} \ldots a_{k} .
\end{array}
$$

[^0]It is an easy exercise to show that $\alpha$ is normal in base 2 iff the sequence $\left\{2^{n} \alpha\right\}_{n=0,1, \ldots}$ is uniformly distributed in $[0,1)$. That means: For any $a, b$ with $0 \leq a<b \leq 1$ we have

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \#\left\{0 \leq n<N \mid a \leq\left\{2^{n} \alpha\right\}<b\right\}=b-a
$$

The "quality" of the uniform distribution of a sequence $\left(x_{n}\right)_{n=0,1, \ldots}$ in $[0,1)$ usually is measured with its discrepancy $D_{N}$. Here

$$
D_{N}:=\sup _{0 \leq a<b \leq 1}\left|\frac{1}{N} \#\left\{0 \leq n<N \mid a \leq x_{n}<b\right\}-(b-a)\right| .
$$

$\left(x_{n}\right)_{n=0,1, \ldots}$ is uniformly distributed in $[0,1)$ iff $\lim _{N \rightarrow \infty} D_{N}=0$. Now we have the following obvious relation between the discrepancy $D_{N}$ of $\left(\left\{2^{n} \alpha\right\}\right)_{n=0,1 \ldots}$ and the speed of convergence in (1.1): We have $a_{1} a_{2} \ldots a_{k} \preceq$ $\alpha_{n+1} \ldots \alpha_{n+k} \prec b_{1} \ldots b_{k}$ iff $0 . a_{1} \ldots a_{k} \leq\left\{2^{n} \alpha\right\}<0 . b_{1} \ldots b_{k}$. Therefore

$$
\begin{aligned}
& \left\lvert\, \frac{1}{N} \#\left\{0 \leq n<N \mid a_{1} a_{2} \ldots a_{k} \preceq \alpha_{n+1} \ldots \alpha_{n+k} \prec b_{1} \ldots b_{k}\right\}\right. \\
& -\left(0 . b_{1} \ldots b_{k}-0 . a_{1} \ldots a_{k}\right) \\
& =\left\lvert\, \frac{1}{N} \#\left\{0 \leq n<N \mid 0 . a_{1} \ldots a_{k} \leq\left\{2^{n} \alpha\right\}<0 . b_{1} \ldots b_{k}\right\}\right. \\
& -\left(0 . b_{1} \ldots b_{k}-0 . a_{1} \ldots a_{k}\right) \mid \leq D_{N} .
\end{aligned}
$$

On the other hand: Let $F(N)$ be such that for all positive integers $k$ and all blocks $a_{1} \ldots a_{k}$ and $b_{1} \ldots b_{k} \in\{0,1\}^{k}$ we have

$$
\begin{align*}
\left\lvert\, \frac{1}{N} \#\left\{0 \leq n<N \mid a_{1} \ldots a_{k} \preceq\right.\right. & \left.\alpha_{n+1} \ldots \alpha_{n+k} \prec b_{1} \ldots b_{k}\right\}  \tag{1.2}\\
& -\left(0 . b_{1} \ldots b_{k}-0 . a_{1} \ldots a_{k}\right) \mid \leq F(N)
\end{align*}
$$

Let $a, b$ with $0 \leq a<b<1$ be arbitrary and $\varepsilon>0$. Let $k$ be such that $\frac{1}{2^{k}}<\varepsilon$ and $a_{1} \ldots a_{k}$ and $b_{1} \ldots b_{k}$ be such that $0 . a_{1} \ldots a_{k} \leq a<0 . a_{1} \ldots a_{k}+\frac{1}{2^{k}}$ and $0 . b_{1} \ldots b_{k} \leq b<0 . b_{1} \ldots b_{k}+\frac{1}{2^{k}}$. Further we denote by $\overline{b_{1} \ldots b_{k}}$ resp. $\overline{a_{1} \ldots a_{k}}$
the block of digits representing $0 . b_{1} \ldots b_{k}+\frac{1}{2^{k}}$ resp. $0 . a_{1} \ldots a_{k}+\frac{1}{2^{k}}$. Then

$$
\begin{aligned}
& \left|\frac{1}{N} \#\left\{0 \leq n<N \mid a \leq\left\{2^{n} \alpha\right\}<b\right\}-(b-a)\right| \\
& \leq \max \left(\frac{1}{N} \#\left\{0 \leq n<N \mid a_{1} \ldots a_{k} \preceq \alpha_{n+1} \ldots \alpha_{n+k} \prec \overline{b_{1} \ldots b_{k}}\right\}\right. \\
& \quad-\left(0 . \overline{b_{1} \ldots b_{k}}-0 . a_{1} \ldots a_{k}\right)+\frac{1}{2^{k}}, \\
& \left(0 . b_{1} \ldots b_{k}-0 . \overline{a_{1} \ldots a_{k}}\right)+\frac{1}{2^{k}} \\
& \left.\quad-\#\left\{0 \leq n<N \mid \overline{a_{1} \ldots a_{k}} \preceq \alpha_{n+1} \ldots \alpha_{n+k} \prec b_{1} \ldots b_{k}\right\}\right) \\
& \leq F(N)+\varepsilon
\end{aligned}
$$

Hence the discrepancy $D_{N}$ of the sequence $\left\{2^{n} \alpha\right\}_{n=0,1, \ldots}$ also is a perfect measure for the "quality of the normality of $\alpha$ in base 2 ". We will say: " $D_{N}$ is the discrepancy of the normal number $\alpha$ in base 2 ".

It was shown by W.M. Schmidt [6], and it is a well-known fact that there is a positive constant $c$, such that for every sequence $\left(x_{n}\right)_{n=0,1, \ldots}$ in $[0,1)$ we have

$$
D_{N} \geq c \cdot \frac{\log N}{N}
$$

for infinitely many $N$. So also the discrepancy of any normal number $\alpha$ in base 2 is at least of order $c \cdot \frac{\log N}{N}$. This fact follows from the (highly non-trivial!) general result of Schmidt, but it can also be deduced rather easily directly by the following simple argument:

Assume that $D_{N} \leq \frac{\log N}{N}$ holds for all $N$. Let $M \in \mathbb{N}, L:=\left\lfloor\frac{\log M}{2 \log 2}\right\rfloor$ and $U:=M+L$. Then $\frac{L}{4} \geq \frac{1}{16 \log 2} \log U$ for $M$ large enough. We have $\#\left\{0 \leq n<M \left\lvert\, x_{n} \in\left[0, \frac{1}{2^{L}}\right)\right.\right\} \geq M \cdot \frac{1}{2^{L}}-M \cdot D_{M} \geq M \cdot \frac{1}{2^{L}}-\log M>0$ for $M$ large enough.

Hence there is an $m$ with $0 \leq m<M$ and $x_{m} \in\left[0, \frac{1}{2^{L}}\right)$. Therefore $x_{m}, x_{m+1}, \ldots, x_{m+L-1} \in\left[0, \frac{1}{2}\right)$. Hence either

$$
\begin{aligned}
\#\left\{0 \leq n<m \left\lvert\, x_{n} \in\left[0, \frac{1}{2}\right)\right.\right\} & \leq \frac{m}{2}-\frac{L}{4} \quad \text { or } \\
\#\left\{0 \leq n<m+L \left\lvert\, x_{n} \in\left[0, \frac{1}{2}\right)\right.\right\} & \geq \frac{m}{2}+\frac{3 L}{4}=\frac{m+L}{2}+\frac{L}{4}
\end{aligned}
$$

Therefore there is an $N \leq U$ with $N D_{N} \geq \frac{L}{4} \geq \frac{1}{16 \log 2} \log U \geq \frac{1}{16 \log 2} \log N$. Of course with growing $M$ and hence growing $L$ we can prove the existence of infinitely many such $N$.

By an ingenious construction Mordechay B. Levin in [4] provided a number $\alpha$ normal in base 2 with discrepancy $D_{N} \leq c \cdot \frac{(\log N)^{2}}{N}$ (with an absolute constant $c$ ). Until then it was only known that for almost all $\alpha$ we have $D_{N}=\mathcal{O}\left(\left(\frac{\log \log N}{N}\right)^{\frac{1}{2}}\right)$, see [2], and Korobov has given an explicit example of $\alpha$ with $D_{N}=\mathcal{O}\left(\left(\frac{1}{N}\right)^{\frac{1}{2}}\right)$. See [3]. The most prominent normal number, the Champernowne number $\alpha$ is of rather bad quality. We have

$$
D_{N} \geq c \cdot \frac{1}{\log N}
$$

for infinitely many $N$. See for example [5].
Nevertheless there still is a gap of one $\log N$-factor between the best known example of Levin and the currently best known lower bound for $D_{N}$. So the main and certainly challenging question is, if either the upper or the lower bound (or both bounds) for the discrepancy of normal numbers can be improved. The first idea in an attempt to improve the upper bound could be to try to improve the discrepancy estimate given by Levin for his normal number $\alpha$. The aim of this paper is, to show that this attempt has to fail, since we will show

Theorem 1.1. Let $\alpha$ be Levin's normal number in base 2. (For the exact definition of $\alpha$ see Section 2.) Let $D_{N}$ be the discrepancy of the sequence $\left(\left\{2^{n} \alpha\right\}\right)_{n=0, \ldots, N-1}$. Then there is a positive constant $c$ such that

$$
D_{N} \geq c \cdot \frac{(\log N)^{2}}{N}
$$

for infinitely many $N$.
So the main question remains open: What is the best possible order of normality in base 2 i.e., what is the smallest possible order of the discrepancy $D_{N}$ of sequences of the form $\left\{2^{n} \alpha\right\}_{n=0,1, \ldots}$. Is it $\frac{\log N}{N}$, or $\frac{(\log N)^{2}}{N}$, or something in between?

## 2. Levin's normal number $\alpha$ and two auxiliary results

Levin's normal number $\alpha$ in base 2 is defined as follows: We denote the representation of $\alpha$ in base 2 by

$$
\alpha=0 . \underbrace{\alpha_{1} \alpha_{2} \ldots \alpha_{8}}_{\mathcal{A}_{1}} \underbrace{\alpha_{9} \ldots \alpha_{72}}_{\mathcal{A}_{2}} \cdots \underbrace{\cdots \cdots \cdots}_{\mathcal{A}_{m}}
$$

Here the blocks $\mathcal{A}_{m}$ consist of $2^{m} \cdot 2^{2^{m}}$ digits $\alpha_{i}$ for $m=1,2, \ldots$.
We set $n_{1}:=0$ and $n_{m}:=2^{1} \cdot 2^{2^{1}}+2^{2} \cdot 2^{2^{2}}+\cdots+2^{m-1} \cdot 2^{2^{m-1}}$ for $m=2,3, \ldots$. Then block $\mathcal{A}_{m}$ starts with $\alpha_{n_{m}+1}$. The block $\mathcal{A}_{m}$ is of the
form

$$
\begin{aligned}
& \underbrace{d_{0}(0) \ldots d_{k}(0) \ldots d_{2^{m}-1}(0)} \quad \underbrace{d_{0}(1) \ldots d_{k}(1) \ldots d_{2^{m}-1}(1)} \quad \ldots \\
& \ldots \underbrace{d_{0}(n) \ldots d_{k}(n) \ldots d_{2^{m}-1}(n)} \ldots \underbrace{d_{0}\left(2^{2^{m}}-1\right) \ldots d_{2^{m}-1}\left(2^{2^{m}}-1\right)} .
\end{aligned}
$$

For $n$ between 0 and $2^{2^{m}}-1$ we set $n:=e_{0}(n)+2 \cdot e_{1}(n)+\cdots+2^{2^{m}-1}$. $e_{2^{m}-1}(n)$.

Then $d_{k}(n):=p_{k, 0} e_{0}(n)+\cdots+p_{k, 2^{m}-1} e_{2^{m}-1}(n)(\bmod 2)$, with $p_{i, j}:=$ $\binom{i+j}{j}(\bmod 2)$ for all non-negative integers $i$ and $j$. We define the $\mathbb{N}_{0} \times \mathbb{N}_{0}$ - matrix $P$ as

$$
P:=\left(p_{i j}\right)_{i, j=0,1, \ldots}=\left(\begin{array}{ccccc}
\binom{0}{0} & \binom{1}{1} & \binom{2}{2} & \binom{3}{3} & \ldots \\
\binom{1}{0} & \binom{2}{1} & \binom{3}{2} & \ldots & \\
\binom{2}{0} & \binom{3}{1} & \ldots & & \\
\binom{3}{0} & \ldots & & & \\
\vdots & & &
\end{array}\right) \quad(\bmod 2)
$$

Levin in Theorem 2 in [4] has shown, that for this $\alpha$ for the discrepancy $D_{N}$ of the sequence $\left\{2^{n} \alpha\right\}_{n=0,1, \ldots}$ we have $D_{N}=\mathcal{O}\left(\frac{(\log N)^{2}}{N}\right)$.

We will have to use this upper bound for $D_{N}$ also in our proof of our lower bound for $D_{N}$. Further we will need two auxiliary results.

First, we will use the second result (formula (55)) in Corollary 2 in [4]. This is

Lemma 2.1. For every $m$ and every $\gamma$ with $0 \leq \gamma<1$ we have

$$
\#\left\{n_{m} \leq n<n_{m}+2^{m} \cdot 2^{2^{m}} \mid\left\{2^{n} \alpha\right\} \in[0, \gamma)\right\}=\gamma \cdot 2^{m} \cdot 2^{2^{m}}+\varepsilon \cdot 2^{m}
$$

with some $\varepsilon$ with $|\varepsilon|<5$. (This $\varepsilon$ here and in the following, is not a constant but denotes a variable with bounded absolute value!)

Further we will use the following sharper version of Lemma 5 in [4].
Lemma 2.2. For every positive integer $m$ we have: For every $0 \leq i<2^{m}$, every integer $B$ with $0 \leq B<2^{2^{m}-i}$, and for every integer $c$ with $0 \leq c<2^{i}$ with the exception of at most $2^{m+1}$ such $c$ we have

$$
\begin{array}{r}
\#\left\{0 \leq k<2^{m}, B \cdot 2^{i} \leq n<B \cdot 2^{i}+2^{i} \left\lvert\,\left\{2^{n_{m}+2^{m} n+k} \cdot \alpha\right\} \in\left[\frac{c}{2^{i}}, \frac{c+1}{2^{i}}\right)\right.\right\} \\
=2^{m}
\end{array}
$$

Proof. Each $n$ with $B \cdot 2^{i} \leq n<B \cdot 2^{i}+2^{i}$ can be uniquely represented in the form

$$
\begin{aligned}
n=e_{0}(n)+e_{1}(n) \cdot 2+\cdots+e_{i-1}(n) \cdot 2^{i-1}+b_{0} & \cdot 2^{i}+b_{1} \cdot 2^{i+1} \\
& +\cdots+b_{2^{m}-i-1} \cdot 2^{2^{m}-1}
\end{aligned}
$$

Let $c:=c_{0}+c_{1} \cdot 2+\cdots+c_{i-1} 2^{i-1}$. Fix a $k$ with $0 \leq k<2^{m}$. Then $\left\{2^{n_{m}+2^{m} n+k} \alpha\right\} \in\left[\frac{c}{2^{i}}, \frac{c+1}{2^{i}}\right)$ is equivalent with:
Case 1: If $k+i \leq 2^{m}$.

$$
\begin{align*}
d_{k}(n) & =c_{0} \\
d_{k+1}(n) & =c_{1} \\
& \vdots  \tag{2.1}\\
d_{k+i-1}(n) & =c_{i-1}
\end{align*}
$$

respectively.
Case 2: If $k+i>2^{m}$.

$$
\begin{align*}
d_{k}(n) & =c_{0} \\
d_{k+1}(n) & =c_{1} \\
& \vdots  \tag{2.2}\\
d_{2^{m}-1}(n) & =c_{2^{m}-k-1} \\
d_{0}(n+1) & =c_{2^{m}-k} \\
& \vdots \\
d_{i+k-2^{m}-1}(n+1) & =c_{i-1} .
\end{align*}
$$

Let us consider first Case 1. The system (2.1) is equivalent with

$$
\begin{aligned}
p_{k, 0} e_{0}(n)+\cdots+p_{k, i-1} e_{i-1}(n)+\beta_{k} & =c_{0} \\
& \vdots \\
p_{k+i-1,0} e_{0}(n)+\cdots+p_{k+i-1, i-1} e_{i-1}(n)+\beta_{k+i-1} & =c_{i-1}
\end{aligned}
$$

with $\beta_{k+j}:=p_{k+j, i} b_{0}+\cdots+p_{k+j, 2^{m}-1} b_{2^{m}-i-1}$. The matrix $\left(p_{k+j, u}\right)_{j, u=0, \ldots, i-1}$ is regular (see Lemma 4 in [4]), hence for each choice of $c$ and every such $k$ there is exactly one $n$ such that $\left\{2^{n_{m}+2^{m} n+k} \alpha\right\} \in\left[\frac{c}{2^{i}}, \frac{c+1}{2^{i}}\right)$.

Let us consider now Case 2. This case is more delicate since then the system contains now also variables $e_{0}(n+1), \ldots, e_{i-1}(n+1)$. It will turn out that this does not make any problem, but only in one case, namely if $n=2^{i}-1$. In this case we also have to take into account that then also the $\operatorname{digit} e_{i}(n+1)=1$ will appear. For each $n=2^{i}-1$, where $i=0,1, \ldots, 2^{m}-1$
we have $e_{i}(n+1)=1$. But for $n=2^{2^{m}}-1$ then $e_{i}(n+1)=0$ because $n+1$ in this system is not equal to $2^{2^{m}}$ but it equals 0

To handle the now relevant system (see below) we will make use of the following special form of the matrix $P: P$ is generated by starting with the $1 \times 1$-matrix $A_{0}=(1)$, and then by successively carrying out the transformation $A_{m} \rightarrow A_{m+1}:=\left(\begin{array}{cc}A_{m} & A_{m} \\ A_{m} & 0\end{array}\right)$. I.e.,

$$
(1) \rightarrow\left(\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right) \rightarrow\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right) \rightarrow \ldots
$$

Hence the left upper $2^{m} \times 2^{m}$ - submatrix $A_{m}$ of $P$ is a left upper triangle matrix. Hence, for $0 \leq i, j<2^{m}$ we have $p_{i, j}=0$ whenever $i+j \geq 2^{m}$. The system which we have to deal with, now is of the form:

$$
\left(\begin{array}{l|l}
\mathrm{A} & \mathrm{~B} \\
\hline \mathrm{C} & \mathrm{D}
\end{array}\right)=\left(\begin{array}{l}
c_{0} \\
\vdots \\
c_{2^{m}-k-1} \\
\hline c_{2^{m}-k} \\
\vdots \\
c_{i-1}
\end{array}\right)
$$

where

$$
\begin{aligned}
A & :=\left(\begin{array}{c}
p_{k, 0} e_{0}(n)+\cdots+p_{k, 2^{m}-k-1} e_{2} m_{-k-1}(n) \\
\vdots \\
p_{2} m_{-1,0} e_{0}(n)+\cdots+p_{2^{m}-1,2^{m}-k-1} e_{2} m_{-k-1}(n)
\end{array}\right), \\
B & :=\left(\begin{array}{c}
+p_{k, 2^{m}-k} e_{2} m_{-k}(n)+\cdots+p_{k, i-1} e_{i-1}(n)+\beta_{k} \\
\vdots \\
+p_{2^{m}-1,2^{m}-k} e_{2} m_{-k}(n)+\cdots+p_{2^{m}-1, i-1} e_{i-1}(n)+\beta_{2^{m}-1}
\end{array}\right), \\
C & :=\left(\begin{array}{c}
p_{0,0} e_{0}(n+1)+\cdots+p_{0,2^{m}-k-1} e_{2} m_{-k-1}(n+1) \\
\vdots \\
p_{i+k-2^{m} m_{-1,0} e_{0}(n+1)+\cdots+p_{i+k+2^{m}-1,2^{m}-k-1} e_{2} m_{-k-1}(n+1)}
\end{array}\right), \\
D & :=\left(\begin{array}{c}
+p_{0,2^{m}-k} e_{2}^{m}-k(n+1)+\cdots+p_{0, i-1} e_{i-1}(n+1)+\beta_{0}+\tau_{0} \\
\vdots \\
+p_{i+k-2^{m}-1,2^{m}-k} e_{2} m_{-k}(n+1)+\cdots+p_{i+k-2^{m}-1, i-1} e_{i-1}(n+1) \\
+\beta_{i+k-2^{m}-1+\tau_{i+k-2^{m}-1}}
\end{array}\right) .
\end{aligned}
$$

Here $\tau_{j}:= \begin{cases}p_{j, i} & \text { if } n=2^{i}-1 \text { with } i \neq 2^{m}, \\ 0 & \text { otherwise. }\end{cases}$
By the property of $P$ pointed out above, we have $B \equiv 0$. The matrix defining part $A$ is regular (see Lemma 4 in [4]). Hence $e_{0}(n), \ldots, e_{2^{m}-k-1}(n)$ are uniquely determined by the upper part of the system. Hence also part
$C$ is determined. Say,

$$
C:=\left(\begin{array}{l}
\delta_{0} \\
\vdots \\
\delta_{i+k-2^{m}-1}
\end{array}\right)
$$

That is, we arrive at the system

$$
\left.\begin{array}{rl}
p_{0,2^{m}-k} e_{2^{m}-k}(n+1)+\cdots+p_{0, i-1} e_{i-1}(n+1) \\
& +\delta_{0}+\beta_{0}+\tau_{0}= \\
\vdots
\end{array}\right\}
$$

The sub-matrix of $P$ defining this system (again by Lemma 4 in [4]) is regular.

Consider now the whole system $\left(\begin{array}{c|c}\mathrm{A} & \mathrm{B} \\ \hline \mathrm{C} & \mathrm{D}\end{array}\right)=c$ first without the entries $\tau_{j}$. As we have pointed out above, this system has a unique solution, say $\left(e_{0}, e_{1}, \ldots, e_{2^{m}-k-1}, f_{2^{m}-k}, \ldots, f_{i-1}\right)$, where $e_{0}, e_{1}, \ldots, e_{2^{m}-k-1}$ are determined by the upper part of the system, and $e_{j}=e_{j}(n)$ for $j=$ $0,1, \ldots, 2^{m}-k-1$.

If now (Case 2.1)

$$
\left(e_{0}, e_{1}, \ldots, e_{2^{m}-k-1}\right) \neq(1,1, \ldots, 1)
$$

then certainly $n \neq 2^{i}-1$, hence all $\tau_{j}=0$, and $f_{j}=e_{j}(n+1)=e_{j}(n)$ for $j=2^{m}-k, \ldots, i-1$ gives the unique solution $n$.

If (Case 2.2)

$$
\left(e_{0}, e_{1}, \ldots, e_{2^{m}-k-1}\right)=(1,1, \ldots, 1)
$$

and

$$
\left(f_{2^{m}-k}, \ldots, f_{i-1}\right) \neq(0,0, \ldots, 0)
$$

say

$$
\left(e_{0}, e_{1}, \ldots, e_{2^{m}-k-1} \mid f_{2^{m}-k}, \ldots, f_{i-1}\right)=(1,1, \ldots, 1 \mid 0,0, \ldots, 0,1, \ldots),
$$

then we set

$$
\begin{gathered}
\left(e_{0}(n), e_{1}(n), \ldots, e_{2^{m}-k-1}(n) \mid e_{2^{m}-k}(n), \ldots, e_{i-1}(n)\right) \\
:=(1,1, \ldots, 1 \mid 1,1, \ldots, 1,0, \ldots)
\end{gathered}
$$

The corresponding $n$ is different from $2^{i}-1$, hence $\tau_{j}=0$ for all $j$, and therefore this $n$ gives the unique solution of our system.

Finally (Case 2.3), let $\widetilde{c}$ be the unique integer such that the system (without the $\tau_{j}$ ) has the unique solution

$$
\left(e_{0}, e_{1}, \ldots, e_{2^{m}-k-1} \mid f_{2^{m}-k}, \ldots, f_{i-1}\right)=(1,1, \ldots, 1 \mid 0,0, \ldots, 0)
$$

Only in this case, for this single $\widetilde{c}$, it could happen that the system with the $\tau_{j}$ has no solution, i.e., that there is no element $\left\{2^{n_{m}+2^{m} n+k} \alpha\right\}$ in $\left[\frac{\tilde{c}}{2^{i}}, \frac{\tilde{c}+1}{2^{i}}\right)$. Consequently also at most one of the intervals $\left[\frac{c}{2^{i}}, \frac{c+1}{2^{i}}\right)$ with $c \neq \widetilde{c}$ contains more than one of the points $\left\{2^{n_{m}+2^{m} n+k} \alpha\right\}$. This holds for every $k=0,1, \ldots, 2^{m}-1$ and so the result follows.

## 3. Some properties of the Pascal-matrix $P$

We recall that the matrix $P$ (we will call it "Pascal-matrix") is of the form

$$
P=\left(p_{i j}\right)_{i, j=0,1, \ldots}=\left(\binom{i+j}{j} \quad(\bmod 2)\right)_{i, j=0,1, \ldots}
$$

Let $m \in \mathbb{N}$. For fixed $t$ with $1 \leq t \leq 2^{m}$ and arbitrary $0 \leq k<2^{m}$ let

$$
A_{k, t}:=\left(\begin{array}{ccc}
p_{k, 0} & \ldots & p_{k, t-1} \\
\vdots & & \vdots \\
p_{k+t-1,0} & \ldots & p_{k+t-1, t-1}
\end{array}\right)
$$

and

$$
B_{k, t}:=\left(\begin{array}{ccc}
p_{k, t} & \ldots & p_{k, 2^{m}-1} \\
\vdots & & \vdots \\
p_{k+t-1, t} & \ldots & p_{k+t-1,2^{m}-1}
\end{array}\right)
$$

By Lemma 4 in [4] the matrix $A_{k, t}$ always is regular in $\mathbb{Z}_{2}$.
For given $k, t$ like above let

$$
c_{k+t, t}:=\left(p_{k+t, 0} \ldots \ldots p_{k+t, t-1}\right), \quad d_{k+t, t}:=\left(p_{k+t, t} \ldots \ldots p_{k+t, 2^{m}-1}\right)
$$

and

$$
\xi_{t}:=\left(\binom{t}{0},\binom{t}{1}, \ldots,\binom{t}{t-1}\right) \quad(\bmod 2)
$$

See Figure 3.1 for an illustration.
Lemma 3.1. Let $i$ and $u \in \mathbb{N}_{0}$. Then $\sum_{j=1}^{u}\binom{i+j}{j} \equiv\binom{i+1+u}{u}+1(\bmod 2)$.
Proof. This is an easy consequence of $\sum_{j=0}^{u}\binom{i+j}{j}=\binom{i+1+u}{u}$, which can be shown by induction on $u$.

Lemma 3.2. Let $m>7$ and

$$
D_{m}=\left(\binom{i+1+j}{j}+1 \quad(\bmod 2)\right)_{2^{m-3}-\frac{14}{2^{4}} 2^{m-3} \leq i<2^{m-3}, 0 \leq j<\frac{1}{2^{4}} 2^{m-3}}
$$

The relative number of $1 s$ in $D_{m}$ is $\left(1-\left(\frac{3}{4}\right)^{m-7}\right)$.


Figure 3.1. The magnitudes $\xi_{t}, A_{k, t}, B_{k, t}, c_{k+t, t}$, and $d_{k+t, t}$.

Proof. Let $r \geq 1$. In the following we will sometimes use Lucas' Theorem which states the following: Let $i:=\sum_{l=0}^{r-1} i_{l} 2^{l}$ and $j:=\sum_{l=0}^{r-1} j_{l} 2^{l}$ with $i_{l}, j_{l} \in\{0,1\}$, then

$$
\binom{i}{j} \equiv \prod_{l=0}^{r-1}\binom{i_{l}}{j_{l}} \quad(\bmod 2)
$$

First we see from the self-similar structure in $P$, which is a consequence of Lucas' Theorem, that the number of 1 s in

$$
\left(\binom{i+1+j}{j} \quad(\bmod 2)\right)_{0 \leq i<2^{r}, 0 \leq j<2^{r}}
$$

equals the number of 1 s in

$$
\left(\binom{i+j}{j} \quad(\bmod 2)\right)_{0 \leq i<2^{r}, 0 \leq j<2^{r}}
$$

The latter equals the number of 1 s in

$$
\left(\binom{i}{j} \quad(\bmod 2)\right)_{0 \leq i<2^{r}, 0 \leq j<2^{r}}
$$

This number can be computed as $2^{r} \cdot 2^{r} \cdot(3 / 4)^{r}$, since $\binom{i}{j} \equiv \prod_{l=0}^{r-1}\binom{i_{l}}{j}$ $(\bmod 2)$ and whenever $j_{l} \leq i_{l}$ for all $l$ then $\binom{i}{j} \equiv 1(\bmod 2)$, and $\binom{i}{j} \equiv 0$
(mod 2) else. The statement of the Lemma follows then again by the selfsimilar structure of $D_{m}$, that is built by a submatrix with $r=m-7$, as described above, stacked 14 times.

Lemma 3.3. We write $i=8 \cdot \widetilde{i}+i_{0}$, where $i_{0} \in\{0,1, \ldots, 7\}$. Then

$$
\left(\binom{i+j}{j}\right)_{j \geq 0} \cdot\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\overline{1} \\
\vdots \\
\overline{1} \\
\overline{1} \\
\overline{0} \\
\overline{0} \\
\vdots
\end{array}\right) \equiv\left(\binom{\widetilde{i}+j}{j}\right)_{j \geq 0} \cdot\left(\begin{array}{c}
0 \\
1 \\
1 \\
\vdots \\
1 \\
1 \\
0 \\
0 \\
\vdots
\end{array}\right)(\bmod 2)
$$

where $\overline{0}:=(0,0,0,0,0,0,0,0)^{T}, \overline{1}:=(1,0,0,0,0,0,0,0)^{T}$, and the number of $\overline{1}$ 's and 1 's are equal.

Proof. We observe

$$
\begin{aligned}
\left(\binom{i+j}{j}\right)_{j \geq 0} \cdot\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\overline{1} \\
\vdots \\
\overline{1} \\
\overline{1} \\
\overline{0} \\
\overline{0} \\
\vdots
\end{array}\right) & =\left(\binom{8 \tilde{i}+i_{0}+j}{j}\right)_{j \geq 0} \cdot\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\overline{1} \\
\vdots \\
\overline{1} \\
\overline{1} \\
\overline{0} \\
\overline{0} \\
\vdots
\end{array}\right) \\
& \equiv\binom{i_{0}}{0} \cdot\left(\binom{8 \tilde{i}+8 j}{8 j}\right)_{j \geq 0} \\
& \cdot\left(\begin{array}{c}
0 \\
1 \\
\vdots \\
1 \\
1 \\
0 \\
0 \\
\vdots
\end{array}\right)
\end{aligned}
$$

$$
\equiv\left(\binom{\widetilde{i}+j}{j}\right)_{j \geq 0} \cdot\left(\begin{array}{c}
0 \\
1 \\
1 \\
\vdots \\
1 \\
1 \\
0 \\
0 \\
\vdots
\end{array}\right)(\bmod 2)
$$

where we used Lucas' Theorem twice and the fact that $\binom{i_{0}}{0}=1$ for all $i_{0} \in\{0,1, \ldots, 7\}$.

Furthermore, we see:
Lemma 3.4. For $k, t$ such that $0 \leq k<2^{m}, 1 \leq t \leq 2^{m}$ and $k+t \leq 2^{m}-1$ we have
(1) $c_{k+t, t} \equiv \xi_{t} \cdot A_{k, t}(\bmod 2)$,
(2) $d_{k+t, t} \equiv \xi_{t} \cdot B_{k, t}+c_{k+t, 2^{m}-t}(\bmod 2)$.

For the proof of Lemma 3.4 we will need the following identity.
Lemma 3.5. For all non-negative integers $t, k, l$ we have

$$
\sum_{j=0}^{t}\binom{t}{j} \cdot\binom{k+l+j}{l} \equiv\binom{k+l}{l-t} \quad(\bmod 2)
$$

Proof. This is simple induction on $t$.

From Lemma 3.5, we immediately conclude:

## Corollary 3.6.

(a) $\sum_{j=0}^{t}\binom{t}{j} \cdot\binom{k+l+j}{l} \equiv 0(\bmod 2)$ for $l=0,1, \ldots, t-1$,
(b) $\sum_{j=0}^{t-1}\binom{t}{j} \cdot\binom{k+l+j}{l} \equiv\binom{k+l+t}{l}(\bmod 2)$ for $l=0,1, \ldots, t-1$,
(c) $\sum_{j=0}^{t-1}\binom{t}{j} \cdot\binom{k+l+j}{l} \equiv\binom{k+l+t}{l}+\binom{k+l}{l-t}(\bmod 2)$ for $l=$ $0,1,2, \ldots$.

Proof of Lemma 3.4. We start with (1). We have to show $c_{k+t, t}=\xi_{t} \cdot A_{k, t}$. This is equivalent to

$$
\binom{k+t+l}{l}=\left(\binom{t}{0}, \ldots,\binom{t}{t-1}\right) \cdot\left(\begin{array}{c}
\binom{k+l}{l} \\
\binom{k+1+l}{l} \\
\vdots \\
\binom{k+t-1+l}{l}
\end{array}\right)
$$

in $\mathbb{Z}_{2}$ for $l=0, \ldots, t-1$, i.e.,

$$
\sum_{j=0}^{t-1}\binom{t}{j} \cdot\binom{k+l+j}{l}=\binom{k+l+t}{l}
$$

in $\mathbb{Z}_{2}$ for $l=0, \ldots, t-1$. This is exactly Corollary 3.6(b).
For the proof of (2), i.e. $d_{k+t, t}=\xi_{t} \cdot B_{k, t}+c_{k+t, 2^{m}-t}$ in $\mathbb{Z}_{2}$, we see the equivalence with

$$
\binom{k+t+l}{l}=\left(\binom{t}{0}, \ldots,\binom{t}{t-1}\right) \cdot\left(\begin{array}{c}
\binom{k+l}{l} \\
\binom{k+1+l}{l} \\
\vdots \\
\binom{k+t-1+l}{l}
\end{array}\right)+\binom{k+t+l-t}{l-t}
$$

in $\mathbb{Z}_{2}$ for $l=t, \ldots, 2^{m}-1$. This is exactly Corollary 3.6 (c).
Remark 3.7. The last entry in $\xi_{t}$ is $\binom{t}{t-1}=t \equiv 1(\bmod 2)$ if $t$ is odd.
From Lemma 3.4 we derive the following proposition.
Proposition 3.8. Let $k \in \mathbb{N}_{0}, t \in \mathbb{N}$ such that $k+t<2^{m}$. Then
(1) $\kappa_{t}:=c_{k+t, t} \cdot\left(A_{k, t}\right)^{-1} \equiv \xi_{t}(\bmod 2)$ is independent of $k$, and
(2) $\left(d_{k+t, t}-c_{k+t, t} \cdot\left(A_{k, t}\right)^{-1} B_{k, t}\right) \cdot\left(\begin{array}{c}\overline{0} \\ \overline{1} \\ \overline{1} \\ \vdots \\ \overline{1} \\ \overline{1} \\ 0 \\ 0 \\ \vdots \\ 0\end{array}\right) \equiv\binom{\lfloor(k+t) / 8\rfloor+1+v}{v}+1(\bmod 2)$, where $\overline{0}:=(0,0,0,0,0,0,0,0)^{T}, \overline{1}:=(1,0,0,0,0,0,0,0)^{T}$, and $v$ is the number of $\overline{1} s$ in the vector that consists of $\overline{1} s, \overline{0} s$, and $0 s$.

Proof. The first item is an immediate consequence of (1) in Lemma 3.4 together with the fact that the square matrix $A_{k, t}$ is regular.

For the second item note that (1) together with (2) in Lemma 3.4 implies

$$
\left.\begin{array}{rl}
\left(d_{k+t, t}-c_{k+t, t} \cdot\left(A_{k, t}\right)^{-1} B_{k, t}\right) & \cdot\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\overline{1} \\
\vdots \\
\overline{1} \\
\overline{1} \\
0 \\
0 \\
\vdots \\
0
\end{array}\right) \equiv\left(d_{k+t, t}-\xi_{t} B_{k, t}\right) \cdot\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\overline{1} \\
\vdots \\
\overline{1} \\
\overline{1} \\
0 \\
0 \\
\vdots \\
0
\end{array}\right) \\
& \equiv c_{k+t, 2^{m}-t\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\overline{1} \\
\vdots \\
\overline{1} \\
0 \\
0 \\
0 \\
\vdots \\
0
\end{array}\right)} \\
& \equiv \sum_{i=1}^{v}(8\lfloor(k+t) / 8\rfloor+8 i+8\{(k+t) / 8\}) \\
& \equiv \sum_{i=1}^{v}\binom{\lfloor(k+t) / 8\rfloor+i}{i}(\bmod 2) \\
& \equiv(k+t) / 8\rfloor+1+v \\
v
\end{array}\right)+1 \quad(\bmod 2), ~(k)
$$

where we applied Lemma 3.3 and Lemma 3.1.

## 4. The proof of Theorem 1.1

We will construct now for every $m$ large enough an $N$ with $n_{m}<N<$ $n_{m+1}$ and an interval $J \subseteq[0,1)$ such that

$$
\#\left\{0 \leq n<N \mid\left\{2^{n} \alpha\right\} \in J\right\} \geq N \cdot \lambda(J)+c \cdot(\log N)^{2}
$$

(with a fixed absolute positive constant $c$, and where $\lambda(J)$ denotes the length of the interval $J)$. This proves the Theorem.

For a given $m$ (large enough) let $w_{l}:=2^{m-3}-1-8 l$ for $l=0,1, \ldots, M$ with $M:=2^{m-7}-1$. For $m \geq 7$ all $w_{l}$ and $M$ are integers. The $w_{l}$ all are
odd, and

$$
2^{m-4}<w_{M}<w_{M-1}<\ldots<w_{0}<2^{m-3}
$$

Let $N:=n_{m}+2^{m} \cdot\left(2^{w_{M}}+2^{w_{M-1}}+\cdots+2^{w_{0}}\right)$.
We will consider the sequence elements $x_{n}:=\left\{2^{n} \alpha\right\}$ for $n=0,1, \ldots, N-1$, i.e., the points $x_{0}, \ldots, x_{n_{m}-1}$ and the points

$$
x_{n, k}:=\left\{2^{n_{m}+2^{m} n+k} \alpha\right\}
$$

for $n=0,1, \ldots, 2^{w_{M}}+2^{w_{M-1}}+\cdots+2^{w_{0}}-1$ and $k=0,1, \ldots, 2^{m}-1$. We divide this set of $n$ 's into $M+1$ disjoint sets. For each $l=0, \ldots, M$ let $\mathcal{B}_{l}=\left\{B_{l}, B_{l}+1, \ldots, B_{l}+2^{w_{l}}-1\right\}$, where $B_{0}:=0$ and $B_{l}:=2^{w_{0}}+\cdots+2^{w_{l-1}}$.

We construct in the following an interval $J \subseteq[0,1)$ that contains "too many" of the points $x_{0}, \ldots, x_{N-1} . J$ will be of the form $J_{M} \cup J_{M-1} \cup \cdots \cup J_{0}$ with $J_{l}:=\left[\frac{U(l)}{2^{w_{l}}}, \frac{V(l)}{2^{w_{l}}}\right)$, where $0 \leq U(l)<V(l)<2^{w_{l}}, \quad U(l) \in \mathbb{N}_{0}, V(l) \in$ $\frac{1}{2} \mathbb{N}_{0}$ and with $V(l)-U(l) \in\left\{\frac{1}{2}, \frac{3}{2}\right\}$, and $\frac{V(l)}{2^{w_{l}}}=\frac{U(l-1)}{2^{w_{l}-1}}$ for $l=1, \ldots, M$. That means, $J$ is of the form as sketched in Figure 4.1.


Figure 4.1. The interval $J$.
For the length $\lambda(J)$ of the interval $J$ we have

$$
\lambda(J) \leq 2 \cdot \sum_{l=0}^{M} \frac{1}{2^{w_{l}}} \leq 4 \cdot \frac{1}{2^{w_{M}}}<\frac{4}{2^{2^{m-4}}}
$$

where we used $w_{M}>2^{m-4}$.
Now let us recall and use Lemma 2.2: For every $l=0, \ldots, M$ we consider the points $x_{n, k}$ with $0 \leq k<2^{m}$ and $n \in \mathcal{B}_{l}$. By Lemma 2.2 there are at most $2^{m+1}$ integers $c_{l}$ such that the interval $\left[\frac{c_{l}}{2^{w_{l}}}, \frac{c_{l}+1}{2^{w_{l}}}\right)$ does not contain exactly $2^{m}$ of these $x_{n, k}$. Altogether there are at most $2^{m+1} \cdot(M+1)<2^{2 m}$ intervals of the form $\left[\frac{c_{l}}{2^{w_{l}}}, \frac{c_{l}+1}{2^{w_{l}}}\right)$ which do not contain exactly $2^{m}$ of the $x_{n, k}$ with $0 \leq k<2^{m}$ and $n \in \mathcal{B}_{l}$ for some $l=0, \ldots, M$. So there are at most $2^{2 m}$ such "exceptional intervals", and the length of the union of these intervals is at most $2^{2 m} \cdot \sum_{l=0}^{M} \frac{1}{2^{w l_{l}}}<\frac{2^{2 m+1}}{2^{2^{m-4}}}<\frac{1}{4}$ for $m$ large enough. Hence
there exists a sub-interval $Z$ of $[0,1)$ with length at least $\frac{1}{2^{2 m+1}}$ which has empty intersection with every of the exceptional intervals. Fix such a $Z$.

In the following we construct $J=J_{M} \cup \cdots \cup J_{0}$.
We start with the construction of $J_{M}$ :
Let $U(M)$ be the least even integer such that $\frac{U(M)}{2^{w_{M}}} \in Z$.
For $m$ large enough such $U(M)$ certainly exist. The value $\frac{U(M)}{2^{w_{M}}}$ is the left border of $J_{M}$ and hence of $J$. Since $\lambda(J) \leq \frac{4}{2^{2 m-4}}$ and $\lambda(Z) \geq \frac{1}{2^{2 m+1}}$, for $m$ large enough we have $J \subseteq Z$ and hence $J$ has empty intersection with every of the exceptional intervals.

In the following we construct the right interval boundary $\frac{V_{M}}{2^{w_{M}}}$ of $J_{M}$ : For this reason we consider the points $x_{n, k}$ for $n \in \mathcal{B}_{M}$ and $0 \leq k<2^{m}$. Let $\widetilde{J}_{M}:=\left[\frac{U(M)}{2^{w_{M}}}, \frac{U(M)+1}{2^{w_{M}}}\right)$.

We will show now that for each $k \geq 0$ with $k+w_{M}<2^{m}$ there is exactly one $n \in \mathcal{B}_{M}$ such that $x_{n, k} \in \widetilde{J}_{M}$, and in a second step we will analyze in which sub-interval

$$
J_{M, \gamma}:=\left[\frac{U(M)}{2^{w_{M}}}+\frac{\gamma}{2^{w_{M}+1}}, \frac{U(M)}{2^{w_{M}}}+\frac{\gamma+1}{2^{w_{M}+1}}\right)
$$

for $\gamma=0,1$ this $x_{n, k}$ is located. Now let $k \geq 0$ with $k+w_{M}<2^{m}$. We write $U(M):=u_{w_{M}-1}+u_{w_{M}-2} \cdot 2+\cdots+u_{0} \cdot 2^{w_{M}-1}$,

$$
\begin{gathered}
n=e_{0}(n)+2 \cdot e_{1}(n)+\cdots+2^{w_{M}-1} \cdot e_{w_{M}-1}(n) \\
\quad+B_{M} \\
=e_{0}(n)+2 \cdot e_{1}(n)+\cdots+2^{w_{M}-1} \cdot e_{w_{M}-1}(n) \\
\quad+2^{w_{M-1}}+2^{w_{M-2}}+\cdots+2^{w_{0}} \\
=e_{0}(n)+2 \cdot e_{1}(n)+\cdots+2^{w_{M}-1} \cdot e_{w_{M}-1}(n) \\
\quad+2^{w_{M}+8}+2^{w_{M}+2 \cdot 8}+\cdots+2^{w_{M}+M \cdot 8} .
\end{gathered}
$$

Then this leads to the following two systems, where

$$
\overline{0}:=(0,0,0,0,0,0,0,0)^{T}, \quad \overline{1}:=(1,0,0,0,0,0,0,0)^{T},
$$

and the vector consisting of $\overline{0} \mathrm{~s}, \overline{1} \mathrm{~s}$, and 0 s , contains $M$ consecutive $\overline{\mathrm{I}}$ :

$$
A_{k, w_{M}} \cdot\left(\begin{array}{c}
e_{0}(n) \\
\vdots \\
e_{w_{M}-1}(n)
\end{array}\right)+B_{k, w_{M}}\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\vdots \\
\overline{1} \\
0 \\
\vdots \\
0
\end{array}\right)=\left(\begin{array}{c}
u_{0} \\
\vdots \\
u_{w_{M}-1}
\end{array}\right)
$$

and

$$
c_{k+w_{M}, w_{M}} \cdot\left(\begin{array}{c}
e_{0}(n) \\
\vdots \\
e_{w_{M}-1}(n)
\end{array}\right)+d_{k+w_{M}, w_{M}}\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\vdots \\
\overline{1} \\
0 \\
\vdots \\
0
\end{array}\right)=\gamma
$$

Here $A_{k, w_{M}}, B_{k, w_{M}}, c_{k+w_{M}, w_{M}}$, and $d_{k+w_{M}, w_{M}}$ are the magnitudes defined in Section 3. Note that here we used the fact that $k+w_{M}<2^{m}$. Otherwise the system would contain conditions described by using $e_{j}(n+1)$.

Since $A_{k, w_{M}}$ is regular the first system for every $k$ has a unique solution

$$
\left(\begin{array}{c}
e_{0}(n) \\
\vdots \\
e_{w_{M}-1}(n)
\end{array}\right)=A_{k, w_{M}}^{-1} \cdot\left(\begin{array}{c}
u_{0} \\
\vdots \\
u_{w_{M}-1}
\end{array}\right)-A_{k, w_{M}}^{-1} B_{k, w_{M}}\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\vdots \\
\overline{1} \\
0 \\
\vdots \\
0
\end{array}\right)
$$

and inserting this solution into the second system leads to

$$
\begin{array}{r}
\gamma=c_{k+w_{M}, w_{M}} \cdot A_{k, w_{M}}^{-1} \cdot\left(\begin{array}{c}
u_{0} \\
\vdots \\
u_{w_{M}-1}
\end{array}\right)-c_{k+w_{M}, w_{M}} \cdot A_{k, w_{M}}^{-1} B_{k, w_{M}}\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\vdots \\
\overline{1} \\
0 \\
\vdots \\
0
\end{array}\right) \\
+d_{k+w_{M}, w_{M}}\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\vdots \\
\overline{1} \\
0 \\
\vdots \\
0
\end{array}\right) .
\end{array}
$$

Proposition 3.8 (1) guarantees that $c_{k+w_{M}, w_{M}} \cdot A_{k, w_{M}}^{-1}=\xi_{w_{M}}$ is independent of $k$. Let $\mathcal{A}_{0}(M)$ be the number of $k \mathrm{~s}$ in $\left\{0, \ldots, 2^{m}-1-w_{M}\right\}$ such that
$\gamma=0$ and let $\mathcal{A}_{1}(M)$ be the number of $k s$ in $\left\{0, \ldots, 2^{m}-1-w_{M}\right\}$ such that $\gamma=1$. We set

$$
\mathcal{A}(M):=\max \left(\mathcal{A}_{0}(M), \mathcal{A}_{1}(M)\right)
$$

which we will estimate later.
Altogether we know, that there is a $\gamma \in\{0,1\}$ such that $x_{n, k} \in J_{M, \gamma}$ for at least $\mathcal{A}(M)=: q(M) 2^{m}$ values of $k \mathrm{~s}$.

We distinguish between the cases $\gamma=0$ and $\gamma=1$ :

- If $\gamma=0$, then we choose $J_{M}:=\left[\frac{U(M)}{2^{w_{M}}}, \frac{U(M)+\frac{1}{2}}{2^{w_{M}}}\right) . J_{M}$ then contains at least $\mathcal{A}(M)=q(M) 2^{m}$ of the points $x_{n, k}$ with $n \in \mathcal{B}_{M}$.
- If $\gamma=1$, then we choose $J_{M}:=\left[\frac{U(M)}{2^{w_{M}}}, \frac{U(M)+\frac{3}{2}}{2^{w_{M}}}\right)$. The reason for this choice is the following: Since $\widetilde{J}_{M} \subseteq Z$ the interval $\widetilde{J}_{M}$ is not an "exceptional interval" and contains exactly $2^{m}$ points $x_{n, k}$ with $0 \leq k<2^{m}$ and $n \in \mathcal{B}_{M}$.
The question, how many points of $x_{n, k}$ with $k+w_{M}<2^{m}$ lie in

$$
\left[\frac{U(M)+1}{2^{w_{M}}}, \frac{U(M)+2}{2^{w_{M}}}\right)
$$

and, more detailed, in which of the sub-intervals

$$
\left[\frac{U(M)+1}{2^{w_{M}}}+\frac{\widetilde{\gamma}}{2^{w_{M}+1}}, \frac{U(M)+1}{2^{w_{M}}}+\frac{\widetilde{\gamma}+1}{2^{w_{M}+1}}\right)
$$

with $\widetilde{\gamma} \in\{0,1\}$ these points are located, now leads to the systems

$$
A_{k, w_{M}} \cdot\left(\begin{array}{c}
e_{0}(n) \\
\vdots \\
e_{w_{M}-1}(n)
\end{array}\right)+B_{k, w_{M}}\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\vdots \\
\overline{1} \\
0 \\
\vdots \\
0
\end{array}\right)=\left(\begin{array}{c}
u_{0} \\
\vdots \\
u_{w_{M}-1}+1
\end{array}\right)
$$

and

$$
c_{k+w_{M}, w_{M}} \cdot\left(\begin{array}{c}
e_{0}(n) \\
\vdots \\
e_{w_{M}-1}(n)
\end{array}\right)+d_{k+w_{M}, w_{M}}\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\vdots \\
\overline{1} \\
0 \\
\vdots \\
0
\end{array}\right)=\widetilde{\gamma} .
$$

Hence, as before

$$
\begin{array}{r}
\widetilde{\gamma}=\underbrace{c_{k+w_{M}, w_{M}} \cdot A_{k, w_{M}}^{-1}}_{=\xi_{w_{M}}} \cdot\left(\begin{array}{c}
u_{0} \\
\vdots \\
u_{w_{M}-1}+1
\end{array}\right)-c_{k+w_{M}, w_{M}} \cdot A_{k, w_{M}}^{-1} B_{k, w_{M}}\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\vdots \\
\overline{1} \\
0 \\
\vdots \\
0
\end{array}\right) \\
+d_{k+w_{M}, w_{M}}\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\vdots \\
\overline{1} \\
0 \\
\vdots \\
0
\end{array}\right) .
\end{array}
$$

Note that we have chosen $U(M)$ to be an even integer, and so $u_{w_{M}-1}=0$. Moreover, by Remark 3.7 the last entry in $\xi_{w_{M}}$ equals 1 if $w_{M}$ is odd (what indeed is satisfied). Therefore $\widetilde{\gamma} \equiv \gamma+1 \equiv 1+1 \equiv 0(\bmod 2)$. Hence $\left[\frac{U(M)+1}{2^{w_{M}}}, \frac{U(M)+1}{2^{w_{M}}}+\frac{1}{2} \cdot \frac{1}{2^{w_{M}}}\right)$ contains at least $\mathcal{A}(M)=q(M) \cdot 2^{m}$ points of the $x_{n, k}$ with $k+w_{M}<2^{m}$ and $n \in \mathcal{B}_{M}$.

We summarize: For both choices of $J_{M}$ we have
$\#\left\{n \in \mathcal{B}_{M}, 0 \leq k<2^{m} \mid x_{n, k} \in J_{M}\right\} \geq 2^{m} \cdot 2^{w_{M}} \cdot \lambda\left(J_{M}\right)+\left(q(M)-\frac{1}{2}\right) \cdot 2^{m}$.
In the next step we will show how to choose the interval $J_{M-1}$. Then it will be clear how we will, quite analogously, choose the intervals $J_{M-2}, \ldots, J_{0}$.

We recall that the interval $J_{M-1}$ is denoted as $J_{M-1}=\left[\frac{U(M-1)}{2^{w} M-1}, \frac{V(M-1)}{2^{w} M-1}\right)$, where $\frac{U(M-1)}{2^{w_{M-1}}}=\frac{V(M)}{2^{w_{M}}}$. Note that $w_{M-1}=w_{M}+2^{3}$. Thus $U(M-1)$ is an even number. Let $U(M-1):=u_{w_{M-1}-1}+u_{w_{M-1}-2} \cdot 2+\cdots+u_{0} \cdot 2^{w_{M-1}-1}$. Similarly to the choice of $J_{M}$ we will choose $J_{M-1}$ either as

$$
J_{M-1}:=J_{M-1}^{(1)}:=\left[\frac{U(M-1)}{2^{w_{M-1}}}, \frac{U(M-1)}{2^{w_{M-1}}}+\frac{1}{2} \cdot \frac{1}{2^{w_{M-1}}}\right)
$$

or

$$
J_{M-1}:=J_{M-1}^{(2)}:=\left[\frac{U(M-1)}{2^{w_{M-1}}}, \frac{U(M-1)}{2^{w_{M-1}}}+\frac{3}{2} \cdot \frac{1}{2^{w_{M-1}}}\right)
$$

To decide, which of the two choices we prefer, we first consider the interval

$$
\widetilde{J}_{M-1}:=\left[\frac{U(M-1)}{2^{w_{M-1}}}, \frac{U(M-1)}{2^{w_{M-1}}}+\frac{1}{2^{w_{M-1}}}\right)
$$

and the points $x_{n, k}$ with $n \in \mathcal{B}_{M-1}$ and $k=0,1, \ldots, 2^{m}-1$. $\widetilde{J}_{M-1}$ by Lemma 2.2 contains exactly $2^{m}$ of these points. Again for $k \geq 0$ such that $k+w_{M-1}<2^{m}$ we ask where exactly these points are located in $\widetilde{J}_{M-1}$. Especially, again we ask how these points are distributed to the sub-intervals

$$
\widetilde{J}_{M-1, \gamma}:=\left[\frac{U(M-1)}{2^{w_{M-1}}}+\frac{\gamma}{2^{w_{M-1}+1}}, \frac{U(M-1)}{2^{w_{M-1}}}+\frac{\gamma+1}{2^{w_{M-1}+1}}\right)
$$

for $\gamma=0,1$. Then now for $n=e_{0}(n)+2 \cdot e_{1}(n)+\cdots+2^{w_{M-1}-1} \cdot e_{w_{M-1}-1}(n)+$ $B_{M-1}$ we arrive at the systems, where the vector consisting of $\overline{0}, \mathrm{~s}, \overline{1} \mathrm{~s}$, and 0 's, now contains ( $M-1$ ) consecutive $\overline{1} \mathrm{~s}$ :

$$
A_{k, w_{M-1}} \cdot\left(\begin{array}{c}
e_{0}(n) \\
\vdots \\
e_{w_{M-1}-1}(n)
\end{array}\right)+B_{k, w_{M-1}}\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\vdots \\
\overline{1} \\
0 \\
\vdots \\
0
\end{array}\right)=\left(\begin{array}{c}
u_{0} \\
\vdots \\
u_{w_{M-1}-1}
\end{array}\right)
$$

and

$$
c_{k+w_{M-1}, w_{M-1}} \cdot\left(\begin{array}{c}
e_{0}(n) \\
\vdots \\
e_{w_{M-1}-1}(n)
\end{array}\right)+d_{k+w_{M-1}, w_{M-1}}\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\vdots \\
\overline{1} \\
0 \\
\vdots \\
0
\end{array}\right)=\gamma .
$$

Again: Solving this system for $k+w_{M-1}<2^{m}$ yields

$$
\begin{array}{r}
\gamma=\xi_{w_{M-1}}\left(\begin{array}{c}
u_{0} \\
\vdots \\
u_{w_{M-1}-1}
\end{array}\right)-c_{k+w_{M-1}, w_{M-1}} \cdot A_{k, w_{M-1}}^{-1} B_{k, w_{M-1}}\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\vdots \\
\overline{1} \\
0 \\
\vdots \\
0
\end{array}\right) \\
+d_{k+w_{M-1}, w_{M-1}}\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\vdots \\
\overline{1} \\
0 \\
\vdots \\
0
\end{array}\right),
\end{array}
$$

which attains the same value for at least $\mathcal{A}(M-1)=: q(M-1) \cdot 2^{m} \mathrm{ks}$. Here $\mathcal{A}(M-1)$ is defined in the same manner as $\mathcal{A}(M)$.

Analogously to the construction of $J_{M}$ and with the same argumentation we distinguish between the two cases $\gamma=0$ and $\gamma=1$. In the first case we choose $J_{M-1}:=J_{M-1}^{(1)}$. $J_{M-1}$ then has length $\frac{1}{2} \cdot \frac{1}{2^{w M-1}}$ and contains at least $q(M-1) \cdot 2^{m}$ of the points $x_{n, k}$ with $k=0, \ldots, 2^{m}-1$ and $n \in \mathcal{B}_{M-1}$. In the second case we choose $J_{M-1}:=J_{M-1}^{(2)} . J_{M-1}$ then has length $\frac{3}{2} \cdot \frac{1}{2^{w} M-1}$ and contains at least $2^{m}+q(M-1) \cdot 2^{m}$ of the points $x_{n, k}$ with $k=0, \ldots, 2^{m}-1$ and $n \in \mathcal{B}_{M-1}$.

In both cases

$$
\begin{aligned}
\#\left\{n \in \mathcal{B}_{M-1}, 0 \leq k<\right. & \left.2^{m} \mid x_{n, k} \in J_{M-1}\right\} \\
& \geq 2^{m} \cdot 2^{w_{M-1}} \cdot \lambda\left(J_{M-1}\right)+\left(q(M-1)-\frac{1}{2}\right) \cdot 2^{m}
\end{aligned}
$$

Further, since $J_{M} \cup J_{M-1} \subseteq Z$, we know that the interval

$$
J_{M}=\left[\frac{U(M)}{2^{w_{M}}}, \frac{V(M)}{2^{w_{M}}}\right)=\left[\frac{U(M) \cdot 2^{8}}{2^{w_{M-1}}}, \frac{V(M) \cdot 2^{8}}{2^{w_{M-1}}}\right)
$$

satisfies that $U(M) \cdot 2^{8}$ and $V(M) \cdot 2^{8}$ are integers and therefore $J_{M}$ contains at least $2^{m} \cdot 2^{w_{M-1}} \cdot \lambda\left(J_{M}\right)$ of the points $x_{n, k}$ with $k=0, \ldots, 2^{m}-1$ and
$n \in \mathcal{B}_{M-1}$. Together

$$
\begin{aligned}
\#\left\{n \in \mathcal{B}_{M-1}, 0\right. & \left.\leq k<2^{m} \mid x_{n, k} \in J_{M} \cup J_{M-1}\right\} \\
& \geq 2^{m} \cdot 2^{w_{M-1}} \cdot \lambda\left(J_{M} \cup J_{M-1}\right)+\left(q(M-1)-\frac{1}{2}\right) \cdot 2^{m}
\end{aligned}
$$

In exactly this way we proceed to construct $J_{M-1}, \ldots, J_{0}$ such that finally for every $l=0, \ldots, M$ we have:
(4.1) $\#\left\{n \in \mathcal{B}_{l}, 0 \leq k<2^{m} \mid x_{n, k} \in J_{M} \cup \cdots \cup J_{l}\right\}$

$$
\geq 2^{m} \cdot 2^{w_{l}} \cdot \lambda\left(J_{M} \cup \cdots \cup J_{l}\right)+\left(q(l)-\frac{1}{2}\right) \cdot 2^{m}
$$

We set $J:=J_{M} \cup \cdots \cup J_{0}$. We estimate $\#\left\{0 \leq n<N \mid x_{n} \in J\right\}=: A(N, J)$ from below:

$$
\begin{aligned}
A(N, J)=\#\{0 \leq & \left.n<n_{m} \mid x_{n} \in J\right\} \\
& +\sum_{l=0}^{M} \#\left\{n \in \mathcal{B}_{l}, 0 \leq k<2^{m} \mid x_{n, k} \in J_{M} \cup \cdots \cup J_{l}\right\} \\
& +\sum_{l=0}^{M} \#\left\{n \in \mathcal{B}_{l}, 0 \leq k<2^{m} \mid x_{n, k} \in J_{l-1} \cup \cdots \cup J_{0}\right\} \\
\geq \#\{0 \leq & \left.n<n_{m} \mid x_{n} \in J\right\} \\
& +\sum_{l=0}^{M} \#\left\{n \in \mathcal{B}_{l}, 0 \leq k<2^{m} \mid x_{n, k} \in J_{M} \cup \cdots \cup J_{l}\right\} \\
\geq \#\{0 \leq & \left.n<n_{m} \mid x_{n} \in J\right\} \\
& +\sum_{l=0}^{M} 2^{m} \cdot 2^{w_{l}} \cdot \lambda\left(J_{M} \cup \cdots \cup J_{l}\right)+\sum_{l=0}^{M}\left(q(l)-\frac{1}{2}\right) \cdot 2^{m},
\end{aligned}
$$

where in the last step we used (4.1).
Now it is the task of estimating $\sum_{l=0}^{M} q(l) \cdot 2^{m}=\sum_{l=0}^{M} \mathcal{A}(l)$ from below: We know that for each $l$ in $\{0, \ldots, M\}$, for at least $\mathcal{A}(l)$ values of $k$ s with $k+w_{l}<2^{m}$, the term

$$
-c_{k+w_{l}, w_{l}} \cdot A_{k, w_{l}}^{-1} B_{k, w_{l}}\left(\begin{array}{c}
\overline{0}  \tag{4.2}\\
\overline{1} \\
\vdots \\
\overline{1} \\
0 \\
\vdots \\
0
\end{array}\right)+d_{k+w_{l}, w_{l}}\left(\begin{array}{c}
\overline{0} \\
\overline{1} \\
\vdots \\
\overline{1} \\
0 \\
\vdots \\
0
\end{array}\right) \quad(\bmod 2),
$$

where here the vector consisting of $\overline{0} \mathrm{~s}, \overline{1} \mathrm{~s}$, and 0 s contains $l$ consecutive $\overline{1} \mathrm{~s}$, takes the same value 0 or 1 . By the second item of Proposition 3.8 we know that $\mathcal{A}(l)$ can be estimated from below by the number of $k$ with $k+w_{l}<2^{m}$ for which

$$
\binom{\left\lfloor\frac{k+w_{l}}{8}\right\rfloor+1+l}{l}+1 \quad(\bmod 2)
$$

equals 1.
Note that $M+1=2^{m-7}$. For each $l \in\{0,1, \ldots, M\}$ take now those $k \in\left\{0,1, \ldots, 2^{m}-1\right\}$ such that $\left\lfloor\frac{k+w_{l}}{8}\right\rfloor \in\left\{2^{m-3}-\frac{14}{2^{4}} 2^{m-3}, \ldots, 2^{m-3}-1\right\}$.

Note, that indeed every value of $z$ between $2^{m-3}-\frac{14}{2^{4}} 2^{m-3}$ and $2^{m-3}-1$ is attained by $\left\lfloor\frac{k+w_{l}}{8}\right\rfloor$ for exactly 8 values of $k$ between 0 and $2^{m}-1$. This follows from $\left\lfloor\frac{8+w_{0}}{8}\right\rfloor \leq 2^{m-3}-\frac{14}{2^{4}} 2^{m-3}$ and $\left\lfloor\frac{2^{m}-8+w_{M}}{8}\right\rfloor \geq 2^{m-3}-1$.

Hence,

$$
\mathcal{A}(l) \geq 2^{3} \cdot\left(\text { the number of } 1 \mathrm{~s} \text { in the } l \mathrm{th} \text { column of } D_{m}\right) .
$$

Note that $D_{m}$ is a $\left(14 \cdot 2^{m-7} \times 2^{m-7}\right)$ matrix. From Lemma 3.2 we know that $D_{m}$ contains $14 \cdot 2^{m-7} \cdot 2^{m-7}\left(1-\left(\frac{3}{4}\right)^{m-7}\right)$ many 1 s . Hence, for $m>7$ large enough such that $\left(1-\left(\frac{3}{4}\right)^{m-7}\right) \geq \frac{31}{32}$, we have:

$$
\begin{aligned}
\sum_{l=0}^{M} \mathcal{A}(l) & \geq 2^{3} \cdot\left(\text { the number of } 1 \mathrm{~s} \text { in } D_{m}\right) \\
& =2^{3}\left(1-\left(\frac{3}{4}\right)^{m-7}\right) 14 \cdot 2^{m-7} 2^{m-7} \\
& \geq(M+1) 2^{m} \frac{7}{2^{3}} \cdot \frac{31}{32}=2^{2 m} \frac{7}{2^{10}} \cdot \frac{31}{2^{5}}
\end{aligned}
$$

By Lemma 2.1 we have

$$
\#\left\{0 \leq n<n_{m} \mid x_{n} \in J\right\} \geq n_{m} \cdot \lambda(J)-\delta \cdot \log n_{m}
$$

with a fixed positive constant $\delta$.
Further we derive an upper bound for $\lambda\left(J_{l-1} \cup \cdots \cup J_{0}\right)$ :

$$
\begin{align*}
\lambda\left(J_{l-1} \cup \cdots \cup J_{0}\right) & \leq \frac{3}{2} \cdot\left(\frac{1}{2^{w_{l-1}}}+\cdots+\frac{1}{2^{w_{0}}}\right) \\
& \leq 3 \cdot \frac{1}{2^{w_{l-1}}}  \tag{4.3}\\
& =3 \cdot \frac{1}{2^{w_{l}+2^{3}}} .
\end{align*}
$$

Altogether, for $m$ large enough (note that $M+1=2^{m-7}$ ) we obtain:

$$
\begin{aligned}
A(N, J)= & \#\left\{0 \leq n<N \mid x_{n} \in J\right\} \\
\geq & n_{m} \cdot \lambda(J)-\delta \cdot \log n_{m}+\sum_{l=0}^{M} 2^{m} \cdot 2^{w_{l}} \cdot \lambda(J) \\
& \quad-\sum_{l=0}^{M} 2^{m} \cdot 2^{w_{l}} \cdot 3 \cdot \frac{1}{2^{w_{l}+2^{3}}}+\sum_{l=0}^{M}\left(q(l)-\frac{1}{2}\right) \cdot 2^{m} \\
\geq & N \cdot \lambda(J)-\delta \cdot \log n_{m}-2^{2 m-7} \cdot \frac{3}{2^{8}}+\sum_{i=0}^{M} \mathcal{A}(l)-2^{2 m-7} \frac{1}{2} \\
\geq & N \cdot \lambda(J)-\delta \cdot \log N-2^{2 m} \cdot \frac{3+2^{7}}{2^{15}}+2^{2 m} \frac{7}{2^{10}} \frac{31}{2^{5}} \\
\geq & N \cdot \lambda(J)-\delta \cdot \log N+2^{2 m} \cdot \frac{86}{2^{15}} \\
\geq & N \cdot \lambda(J)+c \cdot(\log N)^{2} .
\end{aligned}
$$

Here $c$ is a positive constant and we used $2^{2 m} \geq \frac{(\log N)^{2}}{16}$. The result follows.

Remark 4.1. The result heavily depends on the strong property of the Pascal matrix $P$ treated in Section 3. In searching for normal numbers $\alpha$ with a potentially even better order of normality it makes sense to consider similar constructions as for Levin's binary normal number but with weaker dependence in its generating matrix. Possible candidates could be the examples given in [1].
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