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Approximation of values of algebraic elements
over the ring of power sums

par Clemens FUCHS et Sebastian HEINTZE

Résumé. Soit QEZ l’ensemble des sommes de puissances dont les racines ca-
ractéristiques sont dans Z et dont les coefficients sont dans Q, i.e. les éléments
G : N → Q de QEZ sont de la forme

G(n) = Gn = b1cn
1 + · · · + bhcn

h

avec c1, . . . , ch ∈ Z et b1, . . . , bh ∈ Q. De plus, soit f ∈ Q[x, y] un polynôme ab-
solument irréductible et soit α : N → Q une solution y de f(Gn, y) = 0, i.e. la
fonction f(Gn, α(n)) est identiquement nulle en n. Si α(n) est approximé par
des nombres rationnels à dénominateur borné, nous établissons, sous condi-
tions appropriées, une borne inférieure pour l’erreur d’approximation qui est
valable pour tous les n sauf un nombre fini. Nous considérons ensuite le cas
où α est une solution de l’équation

f(G(0)
n , . . . , G(d)

n , y) = 0,

i.e. α est défini à l’aide de plus d’une somme de puissances et d’un polynôme
f satisfaisant à des conditions appropriées. Ce résultat est une extension des
résultats de Bugeaud, Corvaja, Luca, Scremin et Zannier.

Abstract. Let QEZ be the set of power sums whose characteristic roots
belong to Z and whose coefficients belong to Q, i.e. G : N → Q satisfies

G(n) = Gn = b1cn
1 + · · · + bhcn

h

with c1, . . . , ch ∈ Z and b1, . . . , bh ∈ Q. Furthermore, let f ∈ Q[x, y] be ab-
solutely irreducible and α : N → Q be a solution y of f(Gn, y) = 0, i.e.
f(Gn, α(n)) = 0 identically in n. Then we will prove under suitable assump-
tions a lower bound, valid for all but finitely many positive integers n, for
the approximation error if α(n) is approximated by rational numbers with
bounded denominator. After that we will also consider the case that α is a
solution of

f(G(0)
n , . . . , G(d)

n , y) = 0,

i.e. defined by using more than one power sum and a polynomial f satisfying
some suitable conditions. This extends results of Bugeaud, Corvaja, Luca,
Scremin and Zannier.
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1. Introduction
The theory of Diophantine approximation has a long history. After results

of Liouville and Thue, a famous milestone result was Roth’s theorem. It
states that for any algebraic number α and arbitrary ε > 0 there is a
positive constant c(α, ε), depending on ε and the approximated number α,
such that for all rational integers p, q with q > 0 and p/q ̸= α the lower
bound ∣∣∣∣α − p

q

∣∣∣∣ ≥ c(α, ε)
q2+ε

holds. The appearing constant c(α, ε) is ineffective, i.e. it is not known
how the constant could be computed. For a more detailed introduction to
Diophantine approximation we refer to [10].

In Roth’s theorem there is only a single algebraic number α which has
to be approximated by rational numbers. It is a natural question to ask
what can be said about the approximation of several numbers which are
parametrized in some way, say by a positive integer n. For references to
other such results “with moving targets” we refer to the remarks (and
papers cited) in [4]. Obviously, we could apply Roth’s result to each number
separately, but in this case the dependence of the constant c(α(n), ε) on the
parameter n cannot be controlled. Therefore we are interested in (another)
approximation result which gives a precisely described dependence on the
parameter n.

Corvaja and Zannier proved in [4] that for power sums G(1) and G(2) a
positive constant k exists such that under suitable assumptions for all but
finitely many positive integers n and for integers p, q with q positive and
not too large we have

∣∣∣∣∣G(1)(n)
G(2)(n)

− p

q

∣∣∣∣∣ ≥ 1
qk

e−nε.

Then they used this approximation result to deduce that under the given
conditions the length of the continued fraction for G(1)(n)/G(2)(n) tends to
infinity.

A similar approximation statement for the square root of a power sum
was given by Bugeaud and Luca in [2] in order to prove, again under suit-
able assumptions, that the length of the period of the continued fraction
expansion of

√
G(n) tends to infinity. Finally, Scremin [9] combined these

two approximation results and showed that under assumptions which are
very similar to those of Theorem 2.1 below (hence we will not repeat them
here in the introduction as they are a little bit technical) for three power
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sums G(1), G(2), G(3) the lower bound∣∣∣∣∣∣
√

G(1)(n) + G(2)(n)
G(3)(n)

− p

q

∣∣∣∣∣∣ ≥ 1
qk

e−nε

holds with finitely many exceptions.
In the present paper we will generalize these approximation results to

solutions α(n) of f(G(n), y) = 0 for an absolutely irreducible polynomial
f ∈ Q[x, y] and a power sum G. More precisely, we fix an algebraic closure
Q of Q and take, for every n, an α(n) which satisfies f(G(n), α(n)) = 0.
We say that α(n) is a solution of f(G(n), y) = 0 meaning that α : N → Q
satisfies f(G(n), α(n)) = 0 identically for every n. Thus for f(x, y) = x−y2

we get again the case
√

G(n) already covered by Bugeaud and Luca as well
as Scremin. Since the continued fraction expansion has only for rational
and quadratic algebraic numbers a special structure, i.e. it is finite and
periodic, respectively, the application performed in the above mentioned
papers cannot be generalized to our situation. Furthermore, we will consider
the case that α(n) is defined by

f(G(0)(n), . . . , G(d)(n), y) = 0

using more than one power sum and a polynomial f satisfying some suitable
properties, and prove an approximation result in the same direction. Let
us mention that this kind of generalization was already suggested in a final
remark in [4] by Corvaja and Zannier.

2. Notation and result
For subrings B and C of the complex numbers we denote by BEC the ring

of power sums whose characteristic roots belong to C and whose coefficients
belong to B. In other words, we consider functions on the set of positive
integers N of the form

(2.1) Gn := G(n) = b1cn
1 + · · · + bhcn

h

with c1, . . . , ch ∈ C and b1, . . . , bh ∈ B. We write Gn ∈ BEC by slight abuse
of language. In the special case of Gn ∈ QEZ we can, by splitting N into
even and odd numbers, assume that all roots are positive. Hence we often
suppose that c1 > c2 > · · · > ch > 0.

Our first approximation result is now the following theorem which states
that the values of the considered function α, which is algebraic over the
ring QEZ, along suitable arithmetic progressions either have good approx-
imations by the values of a fixed element of QEZ for infinitely many n, or
cannot be approximated very good by (arbitrary) rational numbers with
bounded denominator infinitely many times.
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Theorem 2.1. Let f(x, y) ∈ Q[x, y] be absolutely irreducible and Gn ∈ QEZ
as in (2.1) with c1 > c2 > · · · > ch > 0 and c1 > 1. Moreover, let α(n) be a
solution y of f(Gn, y) = 0. Then there exists a positive integer s such that
for each fixed r ∈ {0, 1, . . . , s − 1} there exists an integer k ≥ 2 with the
following property. For any

0 < ε < min
( 1

2(s + 2) ,
1
2k

)
,

if there is no power sum η ∈ QEZ with non-negative characteristic roots
such that

|α(sm + r) − η(m)| ≤ e−(sm+r)ε

for infinitely many values of m, then for all but finitely many values of m
and for p, q ∈ Z with 0 < q < e(sm+r)ε we have∣∣∣∣α(sm + r) − p

q

∣∣∣∣ >
1
qk

e−(sm+r)ε.

Before going on, let us give some remarks on the above theorem answering
natural questions that might arise.

Remark 2.2. We emphasize that the integer s in the above theorem does
only depend on the polynomial f . The integer k depends on the power
sum Gn, the polynomial f as well as on the integers s and r, but it is
independent of n.

Remark 2.3. The assumption in Theorem 2.1 that ε is small enough is
a technical assumption needed in the proof. In practical applications one
would show that for all ε > 0 there is no power sum η ∈ QEZ with non-
negative characteristic roots such that

|α(sm + r) − η(m)| ≤ e−(sm+r)ε

(cf. the proof of Corollary 3.2 in [9]).

Remark 2.4. The exponent k of the denominator q in the lower bound at
the end of Theorem 2.1 can in general be much larger than 2. But this is
the cost we have to pay in order to get an explicit constant (namely the
factor not containing q in the lower bound) and, in particular, an explicit
dependence of this “constant” on the index n if we compare this with Roth’s
theorem. Note that despite the possible larger size the integer k is a constant
independent of ε. Thus we get the new (weaker) lower bound

1
qk

e−(sm+r)ε > e−(sm+r)(k+1)ε = e−(sm+r)ε′

showing that the concrete value of k is not that important.
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Remark 2.5. The theorem does only say something about small values of
q. But this is not that restrictive since the bound in the theorem is not sig-
nificant for large values of q. More precisely, there is a positive constant C,
depending on α, such that for q ≥ eCn the lower bound from the theorem is
weaker than the bound obtained directly from the inequality |θ| ≥ H(θ)−1,
where H denotes the height function and θ is a nonzero algebraic number
(cf. the remarks in [4]). Unfortunately there remains a gap between e(sm+r)ε

and eCn, and we are not able to say something about the q lying in this
gap.

Theorem 2.1 only deals with one power sum. In our second theorem we
will consider the case when α(n) is defined using several power sums. For
this let f(x0, . . . , xd, y) ∈ Q[x0, . . . , xd, y] and G

(0)
n , . . . , G

(d)
n ∈ QEZ with

d > 0. Then the coefficients of f(G(0)
n , . . . , G

(d)
n , y) as a polynomial in y are

again elements of QEZ. Hence without loss of generality we may assume
that
(2.2) f(G(0)

n , . . . , G(d)
n , y) = G(d)

n yd + · · · + G(1)
n y + G(0)

n

that is
(2.3) f(x0, . . . , xd, y) = xdyd + · · · + x1y + x0.

Let c1, . . . , ch ∈ Z be all characteristic roots appearing in G
(0)
n , . . . , G

(d)
n . As

above we may assume that c1 > c2 > · · · > ch > 0. Equation (2.2) can now
be rewritten as

f̃(cn
1 , . . . , cn

h, y) = ad(cn
1 , . . . , cn

h)yd + · · · + a0(cn
1 , . . . , cn

h)
with linear polynomials a0, . . . , ad ∈ Q[x1, . . . , xh]. Here the further as-
sumption ch > 1 is not imposed as the ai may have a constant part.

The degenerated case h = 1 and c1 = 1, where all the power sums are
constant, i.e. independent of n, will be excluded as there α(n) can take only
finitely many different values and thus the theorem below directly follows
from Roth’s theorem. So we assume in the sequel that c1 > 1. Dividing by
cn

1 , we get that the solutions y of

f(G(0)
n , . . . , G(d)

n , y) = 0
are those of

F (gn
1 , . . . , gn

h , y) = 0
where
(2.4) F (x1, . . . , xh, y) = ld(x1, . . . , xh)yd + · · · + l0(x1, . . . , xh)
for suitable linear polynomials l0, . . . , ld ∈ Q[x1, . . . , xh] and

(2.5) {g1, . . . , gh} =
{

c2
c1

, . . . ,
ch

c1
,

1
c1

}
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with 1 > g1 > g2 > · · · > gh > 0. The polynomial F plays an important
role in our second theorem which states the following:

Theorem 2.6. Let f(x0, . . . , xd, y) ∈ Q[x0, . . . , xd, y] be as in (2.3) and
G

(0)
n , . . . , G

(d)
n ∈ QEZ with non-negative characteristic roots and G

(0)
n ̸= 0.

Further construct F and g1, . . . , gh as in (2.4) and (2.5), respectively. Let
α(n) be a solution y of

f(G(0)
n , . . . , G(d)

n , y) = 0,

which is equivalent to saying
F (gn

1 , . . . , gn
h , α(n)) = 0.

Moreover, assume that ld(0, . . . , 0) ̸= 0 and that F (0, . . . , 0, y) has neither
a multiple nor a rational zero as a polynomial in y.

Then there exists an integer k ≥ 2 such that for all ε > 0 with ε < 1
2k we

have the following: For all but finitely many values of n and for p, q ∈ Z
with 0 < q < enε it holds ∣∣∣∣α(n) − p

q

∣∣∣∣ >
1
qk

e−nε.

Remark 2.7. The assumption that F (0, . . . , 0, y) has no rational zero re-
places the non-existence of η assumed in Theorem 2.1.

3. Preliminaries
We will need a suitable explicit version of Puiseux’s theorem. For this we

take Theorem 5 from [5] which is a summary of some results of Coates [3].
Assume that f(x, y) ∈ K[x, y] for a number field K is absolutely irreducible,
with degree m in x and degree n in y, and let f0 ≥ 2 be an upper bound
for the absolute values of the conjugates of the coefficients of f . Define
N = max (n, m, 3). For an algebraic number a, let deg a = [Q(a) : Q].
Denoting by h(a) the maximum of the absolute values of the conjugates of
an algebraic number a, by δ(a) the least positive rational integer such that
δ(a)a is an algebraic integer, and by σ(a) the maximum of deg a, δ(a), h(a),
the statement is:

Theorem 3.1 (Explicit version of Puiseux’s theorem). Let F be the al-
gebraic function field over K given by f(x, y) = 0. Let ξ ∈ K and Ai for
1 ≤ i ≤ r = r(ξ) be the valuations of F extending the valuation of K(x)
defined by x − ξ, and let ei be the ramification index of Ai. We write

y =
∞∑

k=0
wik(x − ξ)k/ei

for the Puiseux expansion of y at Ai. Then the coefficients wik (1 ≤ i ≤ r,
k = 0, 1, . . . ) are algebraic numbers, and the number field K ′ obtained by
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adjoining ξ and these coefficients to K has degree at most (N deg ξ)N over
K. Further, K ′ is generated over K by ξ and wik (1 ≤ i ≤ r, 0 ≤ k ≤
2N4). Finally, there exists a positive rational integer ∆ such that ∆k+1wik

(1 ≤ i ≤ r, k = 0, 1, . . . ) is an algebraic integer with

max
(
∆k+1, ∆k+1h(wik)

)
≤ Λk+1

where Λ = (f0σ(ξ))µ for µ = (N4n deg ξ)3N4.
Let Qi for 1 ≤ i ≤ r = r(∞) be the valuations of F extending the

valuation of K(x) defined by 1/x. Let ei be the ramification index of Qi,
and let

y =
(1

x

)−m ∞∑
k=0

wik

(1
x

)k/ei

be the expansion of y at Qi. Then the coefficients are algebraic numbers,
and the number field K ′ obtained by adjoining them to K has degree at
most NN over K. Further, K ′ is generated over K by the wik (1 ≤ i ≤ r,
0 ≤ k ≤ 2N4). Finally, there exists a positive rational integer ∆ such that
∆k+1wik (1 ≤ i ≤ r, k = 0, 1, . . . ) is an algebraic integer with

max
(
∆k+1, ∆k+1h(wik)

)
≤ Λk+1

where Λ = fµ
0 for µ = (N4n)3N4.

Puiseux’s theorem will be used in the proof of our first approximation
result. The second one will be proven by means of a suitable version of
the Implicit function theorem. For more information about this and other
versions of the Implicit function theorem we refer to [7] and [8]. In the
formulation of the theorem we use for a multiindex τ = (τ1, . . . , τr) ∈ Nr

0,
where N0 denotes the set of non-negative integers, the notation

|τ | = τ1 + · · · + τr

and write 0 as a shortcut for (0, . . . , 0).
Theorem 3.2 (Implicit function theorem). Suppose the power series

F (x1, . . . , xr, y) =
∑

|τ |≥0,k≥0
aτ,kxτ1

1 . . . xτr
r yk

is absolutely convergent for |x1| + · · · + |xr| ≤ R1, |y| ≤ R2. If
a0,0 = 0 and a0,1 ̸= 0

then there exist r0 > 0 and a power series
(3.1) f(x1, . . . , xr) =

∑
|τ |>0

Aτ xτ1
1 . . . xτr

r

such that (3.1) is absolutely convergent for |x1| + · · · + |xr| ≤ r0 and
F (x1, . . . , xr, f(x1, . . . , xr)) = 0.
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Moreover, if the coefficients of F are algebraic, then the coefficients of f
are also algebraic.

This version of the Implicit function theorem was used as well in [6] where
also polynomials with linear recurrences as coefficients are considered. As
done there, we emphasize here again that the statement holds in a more
general form: Suppose that F (x1, . . . , xr, y) converges absolutely for |x1| +
· · ·+|xr| ≤ R1 and that |y − y0| ≤ R2 for some y0 ∈ Q with F (0, . . . , 0, y0) =
0. Then under the assumption that

∂F

∂y
(0, . . . , 0, y0) ̸= 0,

the conclusion is that there exists a power series

f(x1, . . . , xr) =
∑

|τ |≥0
Aτ xτ1

1 . . . xτr
r

for which the same as above holds.
Because we will need this later on, let us now point out that we also get

an upper bound for the coefficients Aτ of the power series f(x1, . . . , xr) from
the Implicit function theorem. Since f(x1, . . . , xr) is absolutely convergent
for |x1| + · · · + |xr| ≤ r0, we can choose

x1 = · · · = xr = r0
r

and get that the series ∑
|τ |≥0

|Aτ |
(

r0
r

)|τ |

is convergent. Hence for all but finitely many τ we have

|Aτ |
(

r0
r

)|τ |
≤ 1

and thus

|Aτ | ≤
(

r

r0

)|τ |
.

Then there exists a constant λ > 0 such that for all τ with |τ | > 0 we have

|Aτ | ≤ λ|τ |.

Moreover, in our proofs we make use of a suitable version of the subspace
theorem. We are going to apply the following version due to Schlickewei
which is used in [9] as well and can also be found in [1]. For the way how
the valuations should be normalized and extended we refer to [1] and the
papers of Schlickewei cited therein.
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Theorem 3.3 (Subspace theorem). Let S be a finite set of normalized
absolute values of Q, including the archimedean one. Extend each ν ∈ S to
Q. For ν ∈ S let L1,ν , . . . , Ln,ν be n linearly independent linear forms in n
variables with algebraic coefficients. Finally, let δ > 0. Then the solutions
x := (x1, . . . , xn) ∈ Zn to the inequality∏

ν∈S

n∏
i=1

|Li,ν(x)|ν <

(
max

1≤i≤n
|xi|
)−δ

are contained in finitely many proper subspaces of Qn.

Finally, we need the following auxiliary result which is proven as Lemma 2
in [4] and also used as Lemma 4.2 in [9]:

Lemma 3.4. Let ξ ∈ QEQ and let D be the minimal positive integer such
that Dnξ(n) ∈ QEZ. Then, for every ε > 0, there are only finitely many
n ∈ N such that the denominator of ξ(n) is smaller than Dne−nε.

As usual we write g(m) = O(h(m)) and g(m) ≪ h(m) if there is a
positive constant C such that |g(m)| ≤ C |h(m)| and g(m) ≤ Ch(m), re-
spectively, for all sufficiently large m.

4. Proofs
The proof of our Theorem 2.1 has the same strategy as the proof of

Theorem 3.1 in [9]. As a first step we will prove the following:

Lemma 4.1. Let f(x, y), Gn and α(n) be as in Theorem 2.1. Fix t > 0.
Then there exists a positive integer s such that for each fixed r ∈
{0, 1, . . . , s − 1} we have the following. There is a finite set Ir and for each
i ∈ Ir a power sum η

(i)
r ∈ QEQ such that for any m there is i(m) ∈ Ir with∣∣∣α(sm + r) − η(i(m))

r (m)
∣∣∣ ≪ tsm.

Moreover, the power sums η
(i)
r for i ∈ Ir all have the same characteristic

roots and the constant implied by ≪ can be chosen independently of i.

Proof. Using Theorem 3.1, we express a solution y = y(x) of f(x, y) = 0
by one of its Puiseux expansions over x = ∞. Thus we get

y =
∞∑

k=v

akx−k/s,

where s is the least common multiple of the ei from Theorem 3.1, as well
as the upper bound

|ak| ≤ λk
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for k > 0 and a positive constant λ. Now we replace x by Gn and y by α(n)
to get the series expansion

(4.1) α(n) =
∞∑

k=v

akG−k/s
n .

In order to construct the power sums η
(i)
r with the required approxima-

tion property, we will cut this series (4.1) at a suitable point. For an integer
K > 0 we can write

α(n) =
K∑

k=v

akG−k/s
n +

∞∑
k=K+1

akG−k/s
n

and get the bound∣∣∣∣∣∣
∞∑

k=K+1
akG−k/s

n

∣∣∣∣∣∣ ≤
∞∑

k=K+1
|ak| |Gn|−k/s

≤
∞∑

k=K+1
λk |Gn|−k/s

=
∞∑

k=K+1

(
λ

|Gn|1/s

)k

=
(

λ

|Gn|1/s

)K+1

· 1
1 − λ

|Gn|1/s

≤ 2
(

λ

|Gn|1/s

)K+1

for n ≥ n0 since |Gn| goes to infinity as n does. Therefore we have

α(n) =
K∑

k=v

akG−k/s
n + O

( λ

|Gn|1/s

)K+1


for n ≥ n0.
Consider now the arithmetic progression n = sm + r for s from above

and fixed r ∈ {0, 1, . . . , s − 1}. Note that then bounds for n correspond to
bounds for m and vice versa. For n ≥ n1 ≥ n0 we get

|Gn| ≥ |b1|
2 cn

1

as well as
λ

|Gn|1/s
≤ λ

( 2
|b1|

)1/s

c
−n/s
1
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and

λ

|Gsm+r|1/s
≤ λ

( 2
|b1|

)1/s

c
−r/s
1︸ ︷︷ ︸

=:gr

· c−m
1 = grc−m

1 .

At this point we choose K > 0 such that

c
−(K+1)/s
1 < t.

Thus, from here on K is fixed. Going on with the bound above yields

(
λ

|Gsm+r|1/s

)K+1

≤ gK+1
r c

−(K+1)m
1 < gK+1

r tsm.

Hence we end up with

(4.2) α(sm + r) =
K∑

k=v

akG
−k/s
sm+r + O(tsm)

for n ≥ n1.
In the next step we take a closer look at G

−k/s
sm+r for k ∈ {v, v + 1, . . . , K}.

For this purpose we write

Gn = b1cn
1 (1 + γ(n))

with

γ(n) =
h∑

j=2

bj

b1

(
cj

c1

)n

.

By the binomial series expansion we get

G−k/s
n = b

−k/s
1 c

−kn/s
1

∞∑
ℓ=0

(
−k/s

ℓ

)
(γ(n))ℓ.

Again we aim for cutting this series. It is easy to see that there is a positive
constant B such that for each k ∈ {v, v + 1, . . . , K} and ℓ = 0, 1, . . . the
bound ∣∣∣∣(−k/s

ℓ

)∣∣∣∣ ≤ Bℓ



74 Clemens Fuchs, Sebastian Heintze

is valid. Therefore, for a given value of L, we get the upper bound∣∣∣∣∣∣
∞∑

ℓ=L+1

(
−k/s

ℓ

)
(γ(n))ℓ

∣∣∣∣∣∣ ≤
∞∑

ℓ=L+1

∣∣∣∣(−k/s
ℓ

)∣∣∣∣ |γ(n)|ℓ

≤
∞∑

ℓ=L+1
|Bγ(n)|ℓ

= |Bγ(n)|L+1 · 1
1 − |Bγ(n)|

≤ 2 |Bγ(n)|L+1

for n ≥ n2 ≥ n1 since γ(n) goes to 0 as n goes to infinity. Note that

γ(n) = O

((
c2
c1

)n)
.

This gives us now

G
−k/s
sm+r = (b1cr

1)−k/sc−km
1

L∑
ℓ=0

(
−k/s

ℓ

)
(γ(sm + r))ℓ

+ O

(
c−km

1

(
c2
c1

)sm(L+1)
)

.

At this point we choose L ≥ 0 such that for each k ∈ {v, v + 1, . . . , K} we
have

c
−k/s
1

(
c2
c1

)L+1
< t.

Note that in fact this holds for all k ∈ {v, v + 1, . . . , K} if (and only if) it
holds for k = v. So L is also fixed now. Moreover, we get

c−km
1

(
c2
c1

)sm(L+1)
=
(

c
−k/s
1

(
c2
c1

)L+1
)sm

< tsm

and thus

G
−k/s
sm+r = (b1cr

1)−k/sc−km
1

L∑
ℓ=0

(
−k/s

ℓ

)
(γ(sm + r))ℓ + O (tsm)

for n ≥ n2.
Finally, we put the last expression into equation (4.2) which yields

α(sm + r) =
K∑

k=v

ak(b1cr
1)−k/sc−km

1

L∑
ℓ=0

(
−k/s

ℓ

)
(γ(sm + r))ℓ + O(tsm)
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for n ≥ n2. Hence the idea is to define ηr ∈ QEQ by

ηr(m) :=
K∑

k=v

ak(b1cr
1)−k/sc−km

1

L∑
ℓ=0

(
−k/s

ℓ

)
(γ(sm + r))ℓ

which satisfies

(4.3) |α(sm + r) − ηr(m)| ≪ tsm

for n ≥ n2. By taking a new constant which fits also for the finitely many
smaller values of n, the bound (4.3) holds for all n ∈ N.

Now observe that ηr depends on the choice of the s-th root as well as the
choice of the Puiseux expansion since there may be finitely many different
ones in general. As α(n) is only assumed to be a solution, in general for
different n there will be different “instances” of ηr which describe that
solution. Therefore we have to consider all the possible instances. Thus we
get a finite set Ir and for each i ∈ Ir a power sum η

(i)
r ∈ QEQ, where

the η
(i)
r are exactly the finitely many instance of ηr. It is clear from the

construction that all the η
(i)
r have the same characteristic roots. Then for

each m there is an i(m) ∈ Ir such that the bound (4.3) holds with η
(i(m))
r

instead of ηr. This proves the lemma. □

Having finished all preparations needed, we can now prove our first ap-
proximation theorem.

Proof of Theorem 2.1. Put t = 1/9. Lemma 4.1 gives a positive integer s
and for each r ∈ {0, 1, . . . , s − 1}, which we fix from here on, finitely many
power sums η

(i)
r ∈ QEQ, having the same characteristic roots, such that∣∣∣α(sm + r) − η(i(m))

r (m)
∣∣∣ ≪ tsm.

The construction of the η
(i)
r shows that we can write

η(i)
r (m) = w

(i)
1 dm

1 + · · · + w
(i)
H dm

H

for H ≥ 1 (since α ̸= 0 by the irreducibility assumption) as well as
d1, . . . , dH ∈ Q with d1 > d2 > · · · > dH > 0 and w

(i)
1 , . . . , w

(i)
H ∈ Q.

Define k := H + 1 ≥ 2 and choose ε > 0 smaller than

min
( 1

2(s + 2) ,
1
2k

)
.

Assume indirectly that there are infinitely many values of m with corre-
sponding (p, q) ∈ Z2 satisfying 0 < q < e(sm+r)ε such that

(4.4)
∣∣∣∣α(sm + r) − p

q

∣∣∣∣ ≤ 1
qk

e−(sm+r)ε.
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Then for still infinitely many of them the index i(m) is the same. We will
consider this infinite subset which allows us to omit the index i(m) in the
sequel for the sake of a better readable notation.

We aim for applying the subspace theorem. Therefore fix a finite set
S of absolute values of Q containing the archimedean one and such that
d1, . . . , dH are S-units (i.e. their ν-valuation is 1 for all ν /∈ S). Moreover
we define for each ν ∈ S the H + 1 linear forms L0,ν , . . . , LH,ν in the H + 1
variables X0, . . . , XH as follows. For i = 0, . . . , H and ν ∈ S with either
i ̸= 0 or ν ̸= ∞ we put

Li,ν := Xi

and for the remaining one

L0,∞ := X0 − w1X1 − · · · − wHXH .

Obviously for each ν ∈ S the linear forms L0,ν , . . . , LH,ν are linearly in-
dependent and all linear forms have algebraic coefficients. Let d be the
smallest positive rational integer such that ddi ∈ Z for all i = 1, . . . , H.
Then d is also an S-unit. We set ei := ddi for i = 1, . . . , H. So ei ∈ Z for
i = 1, . . . , H. Now we consider the vectors

x = x(m, p, q) := (pdm, qem
1 , qem

2 , . . . , qem
H) ∈ ZH+1.

In the next step, we proceed with taking a closer look at the double
product appearing in the subspace theorem. Our first goal is to determine
an upper bound for ∏

ν∈S

H∏
i=0

|Li,ν(x)|ν .

This double product can be splitted into(
H∏

i=1

∏
ν∈S

|Li,ν(x)|ν

)
·

 ∏
ν∈S\{∞}

|L0,ν(x)|ν

 · |L0,∞(x)| .

Since d as well as di and ei for i = 1, . . . , H are S-units, we have∏
ν∈S

|Li,ν(x)|ν =
∏
ν∈S

|qem
i |ν =

∏
ν∈S

|q|ν ≤ q

for each i = 1, . . . , H and thus

H∏
i=1

∏
ν∈S

|Li,ν(x)|ν ≤ qH .
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Furthermore, for the second product we get∏
ν∈S\{∞}

|L0,ν(x)|ν =
∏

ν∈S\{∞}
|pdm|ν

=
∏

ν∈S\{∞}
|p|ν ·

∏
ν∈S\{∞}

|dm|ν

≤ 1 · d−m = d−m.

Finally, we have

|L0,∞(x)| = |pdm − w1qem
1 − w2qem

2 − · · · − wHqem
H |

= dm |p − q(w1dm
1 + · · · + wHdm

H)|

= qdm

∣∣∣∣pq − ηr(m)
∣∣∣∣ .

Putting all these bounds together yields

(4.5)
∏
ν∈S

H∏
i=0

|Li,ν(x)|ν ≤ qH+1
∣∣∣∣ηr(m) − p

q

∣∣∣∣ .
Since q < e(sm+r)ε, we have q−k > e−k(sm+r)ε and consequently the

bound q−ke−(sm+r)ε > e−(k+1)(sm+r)ε. Recalling ε < 1
2k as well as k ≥ 2

and t = 1/9 gives us

q−ke−(sm+r)ε > e−(k+1)(sm+r)ε > e−(sm+r) k+1
2k

= e−(sm+r)( 1
2 + 1

2k ) ≥ e−(sm+r)( 1
2 + 1

4 )(4.6)

=
(
e−3/4

)sm+r
>

(1
3

)sm+r

=
(√

t
)sm+r

.

Now Lemma 4.1 gave us a constant l > 0 such that∣∣∣∣ηr(m) − p

q

∣∣∣∣ ≤ |ηr(m) − α(sm + r)| +
∣∣∣∣α(sm + r) − p

q

∣∣∣∣
≤ ltsm+r + 1

qk
e−(sm+r)ε

=
(

l
(√

t
)sm+r

)
·
(√

t
)sm+r

+ 1
qk

e−(sm+r)ε

≤ 2
qk

e−(sm+r)ε
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for m large enough and by using the bounds (4.4) and (4.6). As 2 ≤
e(sm+r)ε/2 for m large enough, we can update the bound (4.5) to

∏
ν∈S

H∏
i=0

|Li,ν(x)|ν ≤ qH+1
∣∣∣∣ηr(m) − p

q

∣∣∣∣
≤ 2qH+1−ke−(sm+r)ε(4.7)

≤ e−(sm+r)ε/2.

Having an upper bound for the double product, the next goal is to bound
the maximum appearing in the inequality in the subspace theorem. We have
already deduced the bound∣∣∣∣ηr(m) − p

q

∣∣∣∣ ≤ 2
qk

e−(sm+r)ε.

From this we can infer that ∣∣∣∣p/q

dm
1

∣∣∣∣ ≤ 2 |w1|

for large m. Consequently, we have

|pdm| ≤ 2 |w1| qem
1

for still infinitely many m.
Hence, again for large values of m, we can bound the appearing maximum

in the following way:

max
0≤i≤H

|xi| = max (|pdm| , qem
1 , . . . , qem

H)

= max (|pdm| , qem
1 )

≤ (1 + 2 |w1|)qem
1

≤ (1 + 2 |w1|)e(sm+r)εem
1

≤ e(sm+r)εe(sm+r)εem
1

≤
(
e2εe1

)sm+r
.

Now choose δ > 0 small enough such that

δ <
ε

2 log (e2εe1)
which yields(

max
0≤i≤H

|xi|
)δ

≤
(
e2εe1

)(sm+r)δ
=
((

e2εe1
)δ
)sm+r

<
(
eε/2

)sm+r
= e(sm+r)ε/2.
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Together with inequality (4.7) we end up with

∏
ν∈S

H∏
i=0

|Li,ν(x)|ν ≤ e−(sm+r)ε/2 <

(
max

0≤i≤H
|xi|
)−δ

.

Since this inequality holds for infinitely many vectors x = x(m, p, q),
Theorem 3.3 implies that infinitely many vectors x are contained in a fixed
proper subspace of QH+1. Let

z0X0 − z1X1 − · · · − zHXH = 0

with z0, z1, . . . , zH ∈ Q be the defining equation of this subspace. Thus we
have

(4.8) z0pdm − z1qem
1 − · · · − zHqem

H = 0

for infinitely many triples (m, p, q).
If z0 = 0, then we would have

z1em
1 + · · · + zHem

H = 0

for infinitely many m. Since e1, . . . , eH are distinct positive integers, this
ends up in the contradiction z1 = · · · = zH = 0.

Therefore we can assume that z0 = 1. Rewriting equation (4.8) gives us
the equality

(4.9) p

q
= z1dm

1 + · · · + zHdm
H =: β(m).

Note that β ∈ QEQ. We will show that in fact d1, . . . , dH must be integers
if the corresponding coefficient in β is non-zero. Assume the contrary, i.e.
there exists an index i such that di ∈ Q \ Z. Then the smallest positive
integer D with the property that Dmβ(m) ∈ QEZ satisfies D ≥ 2. By
Lemma 3.4, for all but finitely many m the denominator of β(m) is bounded
from below by Dme−mε. Thus for infinitely many m we have

q ≥ Dme−mε ≥ 2me−mε.

Comparing this with the upper bound

q < e(sm+r)ε ≤ e(s+1)mε

gives
e(s+1)ε > q1/m ≥ 2e−ε

and, since ε < 1
2(s+2) , also

2 < e(s+2)ε < e1/2.

This is a contradiction, proving that di ∈ Z for i = 1, . . . , H if the corre-
sponding coefficient is not zero. Hence we have β ∈ QEZ.
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Now we insert equation (4.9) into equation (4.4). The result is that for
infinitely many m we have

|α(sm + r) − β(m)| ≤ 1
qk

e−(sm+r)ε ≤ e−(sm+r)ε.

Since β ∈ QEZ has non-negative characteristic roots, this contradicts the
assumption in the theorem. Thus the theorem is proven. □

For the proof of Theorem 2.6, which will be done in an analogous way as
for Theorem 2.1, we start again with proving a lemma, similar to
Lemma 4.1. In the proof of this lemma we use some ideas also appear-
ing in [6] to prepare the application of the Implicit function theorem.

Lemma 4.2. Let f, G
(0)
n , . . . , G

(d)
n , F, g1, . . . , gh and α(n) be as in Theo-

rem 2.6. Fix t > 0. Then there exists a finite set I and for each i ∈ I a
power sum η(i) ∈ QEQ such that for any n there is i(n) ∈ I with∣∣∣α(n) − η(i(n))(n)

∣∣∣ ≪ tn.

Moreover, the power sums η(i) for i ∈ I all have the same characteristic
roots and the constant implied by ≪ can be chosen independently of i.

Proof. By definition we have

F (gn
1 , . . . , gn

h , α(n)) = 0

which can be written as

ld(gn
1 , . . . , gn

h)α(n)d + · · · + l0(gn
1 , . . . , gn

h) = 0.

Isolating one α(n) gives

α(n) = − ld−1(gn
1 , . . . , gn

h) + · · · + l0(gn
1 , . . . , gn

h)α(n)−(d−1)

ld(gn
1 , . . . , gn

h)
which implies

|α(n)| ≤ max
(

1,
|ld−1(gn

1 , . . . , gn
h)| + · · · + |l0(gn

1 , . . . , gn
h)|∣∣ld(gn

1 , . . . , gn
h)
∣∣

)
.

Since 0 < gi < 1 for all i = 1, . . . , h and ld(0, . . . , 0) ̸= 0, we get that α(n)
is bounded. This boundedness together with

|F (0, . . . , 0, α(n))| = |F (0, . . . , 0, α(n)) − F (gn
1 , . . . , gn

h , α(n))|

≤
d∑

i=0
|li(0, . . . , 0) − li(gn

1 , . . . , gn
h)| · |α(n)|i n→∞−→ 0

yields that F (0, . . . , 0, α(n)) goes to 0 as n goes to infinity. Thus, for n
large enough, α(n) lies in an arbitrary small neighborhood of a zero of
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F (0, . . . , 0, y). The condition that F (0, . . . , 0, y) has no multiple zero as a
polynomial in y is equivalent to

∂F

∂y
(0, . . . , 0, y0) ̸= 0

for any y0 satisfying F (0, . . . , 0, y0) = 0. Hence we can apply the Implicit
function theorem 3.2 including the appended remarks. This gives us power
series

y(x1, . . . , xh) =
∑

|τ |≥0
Aτ xτ1

1 . . . xτh
h

with algebraic coefficients and a constant λ > 0 such that

|Aτ | ≤ λ|τ |

for |τ | > 0 and

α(n) = y(gn
1 , . . . , gn

h)

for n large enough. Note that in general we get finitely many different power
series for the different zeros of F (0, . . . , 0, y0). Therefore for different values
of n different series expansions may apply. So we have

(4.10) α(n) =
∑

|τ |≥0
Aτ (gn

1 )τ1 . . . (gn
h)τh ,

for one of the power series (depending on n), with 0 < gh < · · · < g2 <
g1 < 1, gi ∈ Q for i = 1, . . . , h if n is large.

In what follows we will need an upper bound for the number of vectors
τ = (τ1, . . . , τh) ∈ Nh

0 satisfying |τ | = k for a given positive integer k.
One can think of this combinatoric question as counting the number of
possibilities for distributing k equal balls into h different urns. It is well
known that this number is given by

(
k + h − 1

k

)
=

k∏
i=1

i + h − 1
i

=
k∏

i=1

(
1 + h − 1

i

)
≤ hk.

Hence there are no more than hk vectors τ with |τ | = k.
For a given integer K ≥ 0 we can split equation (4.10) into

α(n) =
K∑

|τ |=0
Aτ (gn

1 )τ1 . . . (gn
h)τh +

∞∑
|τ |=K+1

Aτ (gn
1 )τ1 . . . (gn

h)τh .
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The second sum in this equation can be bounded by∣∣∣∣∣∣
∞∑

|τ |=K+1
Aτ (gn

1 )τ1 . . . (gn
h)τh

∣∣∣∣∣∣ ≤
∞∑

|τ |=K+1
|Aτ | (gn

1 )τ1 . . . (gn
h)τh

≤
∞∑

|τ |=K+1
λ|τ | (gn

1 )|τ |

≤
∞∑

k=K+1
λkhk (gn

1 )k

=
∞∑

k=K+1
(λhgn

1 )k

= (λhgn
1 )K+1 · 1

1 − λhgn
1

≤ 2(λh)K+1
(
gK+1

1

)n

for n large enough. Therefore we choose K ≥ 0 such that
gK+1

1 < t.

So K is fixed now. We get

2(λh)K+1
(
gK+1

1

)n
< 2(λh)K+1tn = O(tn).

Hence we have

α(n) =
K∑

|τ |=0
Aτ (gn

1 )τ1 . . . (gn
h)τh + O(tn).

The idea is to define η ∈ QEQ by

η(n) =
K∑

|τ |=0
Aτ (gn

1 )τ1 . . . (gn
h)τh

which satisfies
(4.11) |α(n) − η(n)| ≪ tn

for n large enough. By taking a new constant, the last bound holds for all
n ∈ N.

Now recall that α(n) can for different values of n be contained in the
neighborhoods of different zeros of F (0, . . . , 0, y). Since the Implicit function
theorem solves the equation in the neighborhood of such a zero, there are
different series expansions for the finitely many zeros of F (0, . . . , 0, y), as
mentioned above. Hence we get a finite set I and for each i ∈ I a power sum
η(i) ∈ QEQ, where the η(i) are exactly the finitely many instance of η arising
from these different series expansions. It is clear from the construction that
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all the η(i) have the same characteristic roots. Then for each n there is an
i(n) ∈ I such that the bound (4.11) holds with η(i(n)) instead of η. Thus
the lemma is proven. □

Now we have all tools together to prove Theorem 2.6. We will proceed
as in the proof of Theorem 2.1.

Proof of Theorem 2.6. Put again t = 1/9. Lemma 4.2 gives finitely many
power sums η(i) ∈ QEQ, having the same characteristic roots, such that∣∣∣α(n) − η(i(n))(n)

∣∣∣ ≪ tn.

The construction of the η(i) shows that we can write

η(i)(n) = w
(i)
1 dn

1 + · · · + w
(i)
H dn

H

for H ≥ 1 (since α ̸= 0 by the assumption G
(0)
n ̸= 0) as well as d1, . . . , dH ∈

Q with 1 ≥ d1 > d2 > · · · > dH > 0 and w
(i)
1 , . . . , w

(i)
H ∈ Q. Define

k := H + 1 ≥ 2 and choose ε > 0 smaller than 1
2k .

Assume indirectly that there are infinitely many values of n with corre-
sponding (p, q) ∈ Z2 satisfying 0 < q < enε such that

(4.12)
∣∣∣∣α(n) − p

q

∣∣∣∣ ≤ 1
qk

e−nε.

Then for still infinitely many of them the index i(n) is the same. We will
consider this infinite subset which allows us to omit the index i(n) in the
sequel for the sake of a better readable notation.

Once again we aim to apply the subspace theorem. Therefore fix a finite
set S of absolute values of Q containing the archimedean one and such
that d1, . . . , dH are S-units. Moreover we define for each ν ∈ S the H + 1
linear forms L0,ν , . . . , LH,ν in the H + 1 variables X0, . . . , XH as follows.
For i = 0, . . . , H and ν ∈ S with either i ̸= 0 or ν ̸= ∞ we put

Li,ν := Xi

and for the remaining one

L0,∞ := X0 − w1X1 − · · · − wHXH .

Obviously for each ν ∈ S the linear forms L0,ν , . . . , LH,ν are linearly in-
dependent and all linear forms have algebraic coefficients. Let d be the
smallest positive rational integer such that ddi ∈ Z for all i = 1, . . . , H.
Then d is also an S-unit. We set ei := ddi for i = 1, . . . , H. So ei ∈ Z for
i = 1, . . . , H. Now we consider the vectors

x = x(n, p, q) := (pdn, qen
1 , qen

2 , . . . , qen
H) ∈ ZH+1.
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For the double product appearing in the subspace theorem we get, in the
same way as in the proof of Theorem 2.1, the upper bound

(4.13)
∏
ν∈S

H∏
i=0

|Li,ν(x)|ν ≤ qH+1
∣∣∣∣η(n) − p

q

∣∣∣∣ .
Since q < enε, we have q−k > e−knε and, consequently, the bound

q−ke−nε > e−(k+1)nε. Recalling ε < 1
2k as well as k ≥ 2 and t = 1/9

gives us

q−ke−nε > e−(k+1)nε > e−n k+1
2k

= e−n( 1
2 + 1

2k ) ≥ e−n( 1
2 + 1

4 )(4.14)

=
(
e−3/4

)n
>

(1
3

)n

=
(√

t
)n

.

Now Lemma 4.2 gave us a constant L > 0 such that∣∣∣∣η(n) − p

q

∣∣∣∣ ≤ |η(n) − α(n)| +
∣∣∣∣α(n) − p

q

∣∣∣∣
≤ Ltn + 1

qk
e−nε

=
(
L
(√

t
)n)

·
(√

t
)n

+ 1
qk

e−nε

≤ 2
qk

e−nε

for n large enough and by using the bounds (4.12) and (4.14). As 2 ≤ enε/2

for n large enough, we can update the bound (4.13) to

∏
ν∈S

H∏
i=0

|Li,ν(x)|ν ≤ qH+1
∣∣∣∣η(n) − p

q

∣∣∣∣
≤ 2qH+1−ke−nε(4.15)

≤ e−nε/2.

Furthermore, by the same arguments as in the proof of Theorem 2.1, we
get the inequality

|pdn| ≤ 2 |w1| qen
1

as well as the bound
max

0≤i≤H
|xi| ≤

(
e2εe1

)n

for n large enough. By choosing δ > 0 small enough such that

δ <
ε

2 log (e2εe1) ,
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we get (
max

0≤i≤H
|xi|
)δ

< enε/2.

Together with inequality (4.15) this yields

∏
ν∈S

H∏
i=0

|Li,ν(x)|ν ≤ e−nε/2 <

(
max

0≤i≤H
|xi|
)−δ

.

Since this inequality holds for infinitely many vectors x = x(n, p, q),
Theorem 3.3 implies that infinitely many vectors x are contained in a fixed
proper subspace of QH+1. Let

z0X0 − z1X1 − · · · − zHXH = 0

with z0, z1, . . . , zH ∈ Q be the defining equation of this subspace. Thus we
have

(4.16) z0pdn − z1qen
1 − · · · − zHqen

H = 0

for infinitely many triples (n, p, q).
If z0 = 0, then again we would have

z1en
1 + · · · + zHen

H = 0

for infinitely many n. Since e1, . . . , eH are distinct positive integers, this
ends up in the contradiction z1 = · · · = zH = 0.

Therefore we can assume that z0 = 1. Rewriting equation (4.16) gives us
the equality

(4.17) p

q
= z1dn

1 + · · · + zHdn
H =: β(n).

Note that β ∈ QEQ. We will show that in fact the characteristic roots
of β with non-zero coefficient must be integers. Assume the contrary, i.e.
there exists an index i such that di ∈ Q \ Z and zi ̸= 0. Then the smallest
positive integer D with the property that Dnβ(n) ∈ QEZ satisfies D ≥ 2. By
Lemma 3.4, for all but finitely many n the denominator of β(n) is bounded
from below by Dne−nε. Thus for infinitely many n we have

q ≥ Dne−nε ≥ 2ne−nε.

Comparing this with the upper bound

q < enε

gives
eε > q1/n ≥ 2e−ε

and
2 < e2ε < e1/k ≤ e1/2.



86 Clemens Fuchs, Sebastian Heintze

This is a contradiction, proving that di ∈ Z if zi ̸= 0 for i = 1, . . . , H.
Hence we have β ∈ QEZ. Recalling that 1 ≥ d1 > d2 > · · · > dH > 0 are
the characteristic roots of β implies

β(n) = z1 ∈ Q.

Using the equations (4.12) and (4.17), this gives us

|α(n) − z1| ≤ 1
qk

e−nε ≤ e−nε.

Thus α(n) converges to the rational number z1. Since we have seen in the
proof of Lemma 4.2 that α(n) converges to a zero of F (0, . . . , 0, y), we get
that F (0, . . . , 0, y) has a rational zero. This contradicts the assumption in
the theorem, concluding the proof. □
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