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1. Introduction

Our starting point is the classical Brauer–Siegel theorem for number fields first proven by Siegel in the case of quadratic fields and then by Brauer (see [1]) in a more general situation. This theorem states that if $K$ runs through a sequence of number fields normal over $\mathbb{Q}$ such that $n_K \log |D_K| \to 0$, then $\log(h_K R_K)/\log \sqrt{|D_K|} \to 1$. Here $D_K$, $h_K$, $R_K$ and $n_K$ are respectively the discriminant, the class number, the regulator and the degree of the field $K$.

In [11] this theorem was generalized by Tsfasman and Vlăduţ to the case when the condition $n_K \log |D_K| \to 0$ no longer holds. To formulate this result we will need to introduce some notation.
For a finite extension $K/Q$, let $\Phi_q(K)$ be the number of prime ideals of the ring of integers $\mathcal{O}_K$ with norm $q$, i.e. $\Phi_q(K) = |\{p \mid \text{Norm} p = q\}|$. Furthermore, denote by $\Phi_R(K)$ and $\Phi_C(K)$ the number of real and complex places of $K$ respectively. Let $g_K = \log \sqrt{|D_K|}$ be the genus of the field $K$ (in analogy with the function field case). An extension $K/Q$ is called almost normal if there exists a tower of extensions $K = K_n \supseteq K_{n-1} \cdots \supseteq K_1 \supseteq K_0 = \mathbb{Q}$ such that $K_i/K_{i-1}$ is normal for all $i$.

Consider a family of pairwise non-isomorphic number fields $\{K_i\}$.

**Definition 1.** If the limits $\phi_\alpha = \lim_{i \to \infty} \frac{\Phi_\alpha(K_i)}{g_{K_i}}$, $\alpha \in \{R, C, 2, 3, 4, 5, 7, 9, \ldots\}$ exist for each $\alpha$ then the family $\{K_i\}$ is called asymptotically exact. It is asymptotically good if there exists $\phi_\alpha \neq 0$ and asymptotically bad otherwise. The numbers $\phi_\alpha$ are called the Tsfasman–Vlăduţ invariants of the family $\{K_i\}$.

It is not difficult to check (see [11, Lemma 2.7]) that the condition $\frac{n_K}{\log |D_K|} \to 0$ from the Brauer–Siegel theorem is equivalent to the fact that the corresponding family is asymptotically bad. One can prove that any family contains an asymptotically exact subfamily and that an infinite tower of number fields is always asymptotically exact (see [11, Lemma 2.2 and Lemma 2.4]).

Now we can formulate the Tsfasman–Vlăduţ theorem proven in [11, Theorem 7.3] in the asymptotically good case and in [12, Theorem 1] in the asymptotically bad one.

**Theorem 1.** For an asymptotically exact family $\{K_i\}$ we have

$$
\lim_{i \to \infty} \frac{\log(h_{K_i}R_{K_i})}{g_{K_i}} = 1 + \sum_{q} \phi_q \log \frac{q}{q-1} - \phi_R \log 2 - \phi_C \log 2\pi,
$$

provided either all $K_i$ are almost normal over $\mathbb{Q}$ or the Generalized Riemann Hypothesis (GRH) holds for zeta functions of the fields $K_i$.

To generalize this theorem still further we will have to use the concept of limit zeta functions from [11].

**Definition 2.** The limit zeta function of an asymptotically exact family of number fields $\{K_i\}$ is defined as

$$
\zeta_{\{K_i\}}(s) = \prod_q (1 - q^{-s})^{-\phi_q}.
$$

Theorem C from [11] gives us the convergence of the above infinite product for $\text{Re } s \geq 1$. Let $\zeta_K = \sum_{s=1}^{\infty} \zeta_K(s)$ be the residue of the Dedekind zeta function of the field $K$ at $s = 1$. Using the residue formula (see [7, Chapter
VIII, Theorem 5])

\[ \kappa_K = \frac{2^{\Phi_R(K)}(2\pi)^{\Phi_C(K)}h_K R_K}{w_K \sqrt{|D_K|}} \]

(here \( w_K \) is the number of roots of unity in \( K \)) and the estimate \( w_K = O(n_K^2) \) (see [7, p. 322]) one can see that the question about the behaviour of the ratio from the Brauer–Siegel theorem is immediately reduced to the corresponding question for \( \kappa_K \).

The formula (1.1) can be rewritten as \( \lim_{i \to \infty} \log \frac{\kappa_{K_i}}{g_{K_i}} = \log \zeta_{\{K_i\}}(1) \). Furthermore, Tsfasman and Vlăduţ prove in [11, Proposition 4.2] that for \( \operatorname{Re}s > 1 \) the equality \( \lim_{i \to \infty} \frac{\log \zeta_{K_i}(s)}{g_{K_i}} = \log \zeta_{\{K_i\}}(s) \) holds.

Our main goal is to investigate the question of the validity of the above equality for \( \operatorname{Re}s < 1 \). We work in the number field case, for the function field case see [13], where the same problem was treated in a much broader context.

The case \( s = 1 \) is in a sense equivalent to the Brauer–Siegel theorem so current techniques does not allow to treat it in full generality without the assumption of GRH. From now on we will assume that GRH holds for Dedekind zeta functions of the fields under consideration. Assuming GRH, Tsfasman and Vlăduţ proved ([11, Corollary from Theorem A]) that the infinite product for \( \zeta_{\{K_i\}}(s) \) is absolutely convergent for \( \operatorname{Re}s \geq \frac{1}{2} \). We can now formulate our main results.

**Theorem 2.** Assuming GRH, for an asymptotically exact family of number fields \( \{K_i\} \) for \( \operatorname{Re}s > \frac{1}{2} \) we have

\[ \lim_{i \to \infty} \frac{\log((s - 1)\zeta_{K_i}(s))}{g_{K_i}} = \log \zeta_{\{K_i\}}(s). \]

The convergence is uniform on compact subsets of the half-plane \( \{s \mid \operatorname{Re}s > \frac{1}{2}\} \).

The result for \( s = \frac{1}{2} \) is considerably weaker and we can only prove the following upper bound:

**Theorem 3.** Let \( \rho_{K_i} \) be the first non-zero coefficient in the Taylor series expansion of \( \zeta_{K_i}(s) \) at \( s = \frac{1}{2} \), i.e.

\[ \zeta_{K_i}(s) = \rho_{K_i} \left( s - \frac{1}{2} \right)^{r_{K_i}} + o \left( \left( s - \frac{1}{2} \right)^{r_{K_i}} \right). \]

Then, assuming GRH, for any asymptotically exact family of number fields \( \{K_i\} \) the following inequality holds:

\[ \limsup_{i \to \infty} \frac{\log |\rho_{K_i}|}{g_{K_i}} \leq \log \zeta_{\{K_i\}} \left( \frac{1}{2} \right). \]
The question whether the equality holds in theorem 3 is rather delicate. It is related to the so called low-lying zeroes of zeta functions, that is the zeroes of \(\zeta_K(s)\) having small imaginary part compared to \(g_K\). We doubt that the equality \(\lim_{i \to \infty} \frac{\log |\rho_{K_i}|}{g_{K_i}} = \log \zeta_{\{K_i\}}(\frac{1}{2})\) holds for any asymptotically exact family \(\{K_i\}\) since the behaviour of low-lying zeroes is known to be rather random. Nevertheless, it might hold for "most" families (whatever it might mean). A more thorough discussion of this question in a slightly different situation (low-lying zeroes of \(L\)-functions of modular forms on \(SL_2(\mathbb{R})\)) can be found in [4].

To illustrate how hard the problem may be, let us remark that Iwaniec and Sarnak studied a similar question for the central values of \(L\)-functions of Dirichlet characters [5] and modular forms [6]. They manage to prove that there exists a positive proportion of Dirichlet characters (modular forms) for which the logarithms of the central values of the corresponding \(L\)-functions divided by the logarithms of the analytic conductors tend to zero. The techniques of the evaluation of mollified moments used in these papers are rather involved. We also note that, to our knowledge, there has been no investigation of low-lying zeroes of \(L\)-functions of growing degree.

Ihara made an extensive study of the Euler-Kronecker constant in [2]. In particular, he obtained an asymptotic formula for the behaviour of \(\gamma\) in families of curves over finite fields. As a corollary of theorem 2, we prove the following analogue of Ihara’s result in the number field case:

**Corollary 1.** Assuming GRH, for any asymptotically exact family of number fields \(\{K_i\}\) we have

\[
\lim_{i \to \infty} \frac{\gamma_{K_i}}{g_{K_i}} = -\sum_q \frac{\phi_q \log q}{q - 1}.
\]

This result was formulated in [10] without the assumption of the Riemann hypothesis. Unfortunately, the proof given there is flawed. It uses an unjustified change of limits in the summation over prime powers and the limit taken over the family \(\{K_i\}\). Thus, the question about the validity of this equality without the assumption of GRH is still open. It would be interesting to have a result of this type at least under a certain normality condition on our family \(\{K_i\}\). Even the study of abelian extensions is not uninteresting in this setting.
2. Proofs of the main results

Proof of theorem 2. The statement of the theorem is known for \( \Re s > 1 \) (see [11, Proposition 4.2]) thus we can freely assume that \( \Re s < 2 \).

We will use the following well known result [3, Proposition 5.7] which can be proven using Hadamard’s factorization theorem.

Proposition 1. (1) For \(-\frac{1}{2} \leq \sigma \leq 2, s = \sigma + it\) we have

\[
\frac{\zeta'_{K}(s)}{\zeta_{K}(s)} + \frac{1}{s} + \frac{1}{s-1} - \sum_{|s-\rho|<1} \frac{1}{s-\rho} = O(g_{K}),
\]

where \( \rho \) runs through all non-trivial zeroes of \( \zeta_{K}(s) \) and the constant in \( O \) is absolute.

(2) The number \( m(T, K) \) of zeroes \( \rho = \beta + \gamma i \) of \( \zeta_{K}(s) \) such that \(|\gamma - T| \leq 1\) satisfies

\[
m(T, K) < C(g_{K} + n_{K} \log(|T|+4))
\]

with an absolute constant \( C \).

Now, applying this proposition, we see that for fixed \( T > 0, \epsilon > 0 \) and any \( s \in \mathcal{D}_{T, \epsilon} = \{ s \in \mathbb{C} \mid |\Im s| \leq T, \epsilon + \frac{1}{2} \leq \Re s \leq 2 \} \) we have

\[
\frac{\zeta'_{K}(s)}{\zeta_{K}(s)} + \frac{1}{s-1} = \sum_{|s-\rho|<\epsilon} \frac{1}{s-\rho} + O_{T, \epsilon}(g_{K}),
\]

for by Minkowski’s theorem [7, Chapter V, Theorem 4] \( n_{K} < Cg_{K} \) with an absolute constant \( C \).

If we assume GRH, the sum over zeroes on the right hand side of (2.1) disappears. Integrating, we finally get that in \( \mathcal{D}_{T, \epsilon} \)

\[
\log(\zeta_{K}(s)(s-1)) \quad g_{K} = O_{T, \epsilon}(1)
\]

Now, we can use the so called Vitali theorem [9, 5.21]:

Proposition 2. Let \( f_{n}(s) \) be a sequence of functions holomorphic in a domain \( \mathcal{D} \). Assume that for some \( M \in \mathbb{R} \) we have \( |f_{n}(s)| < M \) for any \( n \) and \( s \in \mathcal{D} \). Let also \( f_{n}(s) \) tend to a limit at a set of points having a limit point in \( \mathcal{D} \). Then the sequence \( f_{n}(s) \) tends to a holomorphic function in \( \mathcal{D} \) uniformly on any closed disk contained in \( \mathcal{D} \).

It suffices to notice that the convergence of \( \log(\zeta_{K_{i}}(s))g_{K_{i}} \) to \( \zeta_{K_{i}}(s) \) is known for \( \Re s > 1 \) by [11, proposition 4.2]. So, applying the above theorem and using the fact that under GRH \( \zeta_{K_{i}}(s) \) is holomorphic for \( \Re s \geq \frac{1}{2} \) [11, corollary from theorem A] we get the required result.

□

Proof of theorem 3. Denote \( g_{k} = g_{K_{k}} \). Let us write

\[\zeta_{K_{k}}(s) = c_{k} \left(s - \frac{1}{2}\right)^{r_{k}} F_{k}(s),\]

where
where $F_k(s)$ is an analytic function in the neighbourhood of $s = \frac{1}{2}$ such that $F_k\left(\frac{1}{2}\right) = 1$. Let us put $s = \frac{1}{2} + \theta$, where $\theta > 0$ is a small positive real number. We have

$$\frac{\log \zeta_{K_k}(\frac{1}{2} + \theta)}{g_k} = \frac{\log c_k}{g_k} + r_k \frac{\log \theta}{g_k} + \frac{\log F_k(\frac{1}{2} + \theta)}{g_k}.$$ 

To prove the theorem we will construct a sequence $\theta_k$ such that

1. $\frac{1}{g_k} \log \zeta_{K_k}(\frac{1}{2} + \theta_k) \to \log \zeta_{\{K_k\}}(\frac{1}{2})$;
2. $r_k \frac{\log \theta_k}{g_k} \to 0$;
3. $\liminf \frac{1}{g_k} \log F_k\left(\frac{1}{2} + \theta_k\right) \geq 0$.

For each natural number $N$ we choose $\theta(N)$ a decreasing sequence such that

$$\left| \zeta_{\{K_k\}}(\frac{1}{2}) - \zeta_{\{K_k\}}(\frac{1}{2} + \theta(N)) \right| < \frac{1}{2N}.$$ 

This is possible since $\zeta_{\{K_k\}}(s)$ is continuous for $\Re s \geq \frac{1}{2}$ by [11, corollary from theorem A]. Next, we choose a sequence $k'(N)$ with the property:

$$\left| \frac{1}{g_k} \log \zeta_{K_k}(\frac{1}{2} + \theta) - \log \zeta_{\{K_k\}}(\frac{1}{2} + \theta) \right| < \frac{1}{2N}$$

for any $\theta \in [\theta(N + 1), \theta(N)]$ and any $k \geq k'(N)$. This is possible by theorem 2. Then we choose $k''(N)$ such that

$$\frac{-r_k \log \theta(N + 1)}{g_k} \leq \frac{\theta(N)}{N}$$

for any $k \geq k''(N)$, which can be done thanks to the following proposition (c.f. [3, Proposition 5.34]):

**Proposition 3.** Assume that GRH holds for $\zeta_K(s)$. Then

$$\text{ord}_{s=\frac{1}{2}} \zeta_K(s) < \frac{C \log 3 |D_K|}{\log \log 3 |D_K|}$$

the constant $C$ being absolute.

Finally, we choose an increasing sequence $k(N)$ such that $k(N) \geq \max(k'(N), k''(N))$ for any $N$.

Now, if we define $N = N(k)$ by the inequality $k(N) \leq k \leq k(N + 1)$ and let $\theta_k = \theta(N(k))$, then from the conditions imposed on $\theta_k$ we automatically get (1) and (2). The delicate point is (3). We will use Hadamard’s product formula [8, p. 137]:

$$\log |D_K| = \Phi_R(K)(\log \pi - \psi(s/2)) + 2\Phi_C(K)(\log(2\pi) - \psi(s))$$

$$- \frac{2}{s} - \frac{2}{s - 1} + 2 \sum_{\rho} \frac{1}{s - \rho} - 2 \frac{\zeta'_{K}(s)}{\zeta_{K}(s)},$$
where $\psi(s) = \Gamma'(s)/\Gamma(s)$ is the logarithmic derivative of the gamma function. In the first sum $\rho$ runs over the zeroes of $\zeta_K(s)$ in the critical strip and $\sum'$ means that $\rho$ and $\bar{\rho}$ are to be grouped together. This can be rewritten as

\[
\frac{1}{g_k} \left( \log \zeta_k \left( \frac{1}{2} + \theta \right) - r_k \log \theta \right)' = -1 + \frac{\Phi_R(K_k)}{2g_k} \left( \log \pi - \psi \left( \frac{1}{4} + \frac{\theta}{2} \right) \right) + \frac{\Phi_C(K_k)}{g_k} \left( \log 2\pi - \psi \left( \frac{1}{2} + \theta \right) \right) + \frac{8\theta}{(1 - 4\theta^2)g_k} + \sum'_{\rho \neq 1/2} \frac{1}{(1/2 + \theta - \rho)g_k}.
\]

(the term $r_k \log \theta$ comes from the contribution of zeroes at $s = \frac{1}{2}$). One notices that all the terms on the right hand side except for $-1$ and $\frac{8\theta}{(1 - 4\theta^2)g_k}$ are positive. Thus, we see that $\frac{1}{g_k} \left( \log F_k \left( \frac{1}{2} + \theta \right) \right)' \geq C$ for any small enough $\theta$, where $C$ is an absolute constant. From this and from the fact that $F_k \left( \frac{1}{2} \right) = 1$ we deduce that

\[
\frac{1}{g_k} \log F_k \left( \frac{1}{2} + \theta \right) \geq C\theta \rightarrow 0.
\]

This proves (3) as well as the theorem. □

Proof of the corollary 1. It suffices to take the values at $s = 1$ of the derivatives of both sides of the equality in theorem 2. This is possible since the convergence is uniform for $\Re s > \frac{1}{2}$. □
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